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Abstract This note provides a simple sufficient condition ensuring that solutions of stochas-
tic delay differential equations (SDDEs) driven by subordinators are nonnegative. While, to the
best of our knowledge, no simple nonnegativity conditions are available in the context of SD-
DEs, we compare our result to the literature within the subclass of invertible continuous-time
ARMA (CARMA) processes. In particular, we analyze why our condition cannot be necessary
for CARMA(p, g) processes when p = 2, and we show that there are various situations where
our condition applies while existing results do not as soon as p > 3. Finally, we extend the
result to a multidimensional setting.
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1 Introduction

Many quantities, such as wind speeds or (local) volatility of assets, are nonnegative
and behave in a stationary manner, and thus any reasonable model for these phenom-
ena should comply with such constraints. Barndorff-Nielsen and Shephard [2] advo-
cated the use of the stationary Ornstein—Uhlenbeck process driven by a subordinator
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(or, equivalently, a nonnegative Lévy process) (L;);eRr, that is, the unique stationary
solution to
dX; = —AX,;dr +dL;, teR, 1)

for some A € (0, oo). Since the solution of (1) is explicitly given by
t
X, = / e M= dr, t €R, )
—0oQ

a convolution between a nonnegative kernel ¢ — e¢~*' and a nonnegative random

measure dL, it is automatically nonnegative. However, due to the simplicity of the
Ornstein—Uhlenbeck process, its autocorrelation function is Corr(Xgp, Xj;) = e Hhl
with the only parameter being the rate of decay X; in particular, the autocorrelation
function must be monotonically decreasing. Consequently, there has been a need for
working with more flexible modeling classes. A particular popular one consists of the
continuous-time ARMA (CARMA) processes, which (as the name suggests) is the
natural continuous-time analogue to the discrete-time ARMA processes. A CARMA
process (X;);cr can be characterized as a moving average of the form

t
X = / gt —s) dLy, t e R, 3)

—00

where the Fourier transform of g: [0, co) — R is rational. Consequently, a CARMA
process is made up of a Lévy process (L;);cRr, a denominator (autoregressive) poly-
nomial P, and a numerator (moving average) polynomial Q. Here it is required that
deg(P) > deg(Q) and that the zeroes of P belongto {z € C : Re(z) < 0}. For more
details on CARMA processes, see [7-9, 12] or Section 3. Another important class,
which also extends the Ornstein—Uhlenbeck process, is the one formed by solutions
of stochastic delay differential equations (SDDEs) of the form

dx, = / X5 ¢(ds) dr +dL;, t € R, “)
[0,00)

where ¢ is a signed measure. Such equations have, for instance, been studied in [3, 11,
13]. Under suitable conditions, which will be stated in Section 2, there exists a unique
stationary solution to (4) and it is, as well, a moving average of the form (3) with g
being characterized through its Fourier transform. While both CARMA processes
and solutions of SDDEs give rise to increased flexibility in the kernel g, and hence
in the autocorrelation function, it is no longer guaranteed that it stays nonnegative on
[0, 00). This means that (X;);cr is not necessarily nonnegative although (L;);cRr is
so, and one must instead place additional restrictions on (P, Q) and ¢. A necessary
and sufficient, but unfortunately rather implicit, condition ensuring nonnegativity of
g is given by the famous Bernstein theorem on completely monotone functions [6]. In
the context of CARMA processes, more explicit sufficient conditions were provided
by [1, 21] as they argued that a CARMA process is nonnegative if the zeroes of the
associated polynomials P and Q are real and negative, and if they respect a certain
ordering (see (22)). To the best of our knowledge, this is the only available easy-to-
check condition. In addition to the fact that this condition is not able to identify all
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nonnegative CARMA processes, the Fourier transform of the driving kernel g of the
solution of an SDDE (4) is most often not rational, meaning that the condition is not
applicable in such setting.

In this paper we show that, in order for the unique solution (X;);er of (4) to be
nonnegative, it is sufficient that ¢» be a nonnegative measure when restricted to (0, 00),
that is,

¢(BN(0,00)) >0 for all Borel measurable sets B. (&)

This result is presented in Section 2, in which we also give various examples and
illustrate through simulations that simple violations of (5) result in solutions which
can indeed go negative. Furthermore, in Section 3 we exploit the relation between
SDDEs and invertible CARMA processes (that is, CARMA processes whose asso-
ciated moving average polynomial Q only has zeroes in {z € C : Re(z) < 0}) to
establish conditions ensuring that a CARMA process is nonnegative. Specifically, we
observe that it is sufficient to show complete monotonicity of the rational function
R/Q instead of Q/P on [0, 00), where R is the (negative) remainder polynomial ob-
tained from division of P with Q. This result is compared to the findings of [1, 21]
and it is shown that the two approaches identify different, but overlapping, regions
of parameter values for which the CARMA(3, 2) process is nonnegative. Finally, in
Section 4 we extend the theory to the multivariate SDDEs (as introduced in [3]). In
particular, when leaving the univariate setting we find that, in addition to a condi-
tion similar to (5) for a matrix-valued signed measure ¢, one needs to require that
A = —¢({0}) is a so-called M-matrix. Section 5 contains proofs of the stated results
and a couple of auxiliary lemmas.

Before turning to the above-mentioned sections, we devote a paragraph to intro-
duce relevant notations as well as essential background knowledge.

Preliminaries. The models that we will consider are built on subordinators or, equiv-
alently, nonnegative Lévy processes. Recall that a real-valued stochastic process
(Lt)r>0, Lo = 0, is called a one-sided subordinator if it has cadlag sample paths
and its increments are stationary, independent, and nonnegative. These properties im-
ply that the law of (L;);>0 (that is, all its finite-dimensional marginal distributions) is
completely determined by that of L, which is infinitely divisible and, thus,

. w .
log E[¢!?F1) = ioy +/ (€% — 1) v(dx), 6 R,
0

by the Lévy—Khintchine formula and [10, Proposition 3.10]. Here y € [0, co) and
v is a o-finite measure on (0, co) with fooo(l A x)v(dx) < oo (in particular, v is a
Lévy measure). For any subordinator (L;);>o the induced pair (y, v) is unique and,
conversely, given such pair, there exists a subordinator (which is unique in law) in-
ducing this pair. We define a two-sided subordinator (L;);cr from two independent
one-sided subordinators (L}),Zo and (L,z)tzo with the same law by

Ly =L{1j000)() — L{_;_L(—00)(®),  t€R.

Examples of subordinators include the gamma Lévy process, the inverse Gaussian
Lévy process, and any compound Poisson process constructed from a sequence of
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nonnegative i.i.d. random variables. We may also refer to multivariate subordinators,
which are simply Lévy processes with values in R?, d > 2, and entrywise nonnega-
tive increments (see [17] for details).

We will say that a real-valued set function w, defined for any Borel set of [0, 00),
is a signed measure if © = p4 — u— for two mutually singular finite Borel measures
w4 and p_ on [0, 00). Note that the variation |u| :== puy + p— of w is a measure on
[0, c0) and that integration with respect to u can be defined in an obvious manner for
any function f: [0, o0) — R which is integrable with respect to |u|.

In the last part of the paper we will consider a multivariate setting, and to dis-
tinguish this from the univariate one, we shall denote a matrix A with bold font
and, unless stated otherwise, refer to its (j, k)-th entry by A j;. Finally, integration
of matrix-valued functions against matrix-valued signed measures (that is, matrices
whose entries are signed measures) can be defined in an obvious manner by means of
the usual rules for matrix multiplication.

2 Stochastic delay differential equations and nonnegative solutions

Let (L;)ser be a two-sided subordinator with a nonzero Lévy measure v satisfying
f 100 x v(dx) < oo or, equivalently, E[L] < co. Moreover, let ¢ be a signed measure
on [0, co) with

/ " 2l < oo, ©)
0

A stochastic process (X;);eRr is said to be a solution of the corresponding SDDE if it
is stationary, has finite first moments (that is, E[| Xo|] < 00), and

t
X, — X, =f / Xy_pp(dv) du+L, — Ly, s <t. (7
s J[0,00)

By (7), we mean that the equality holds almost surely for each fixed pair (s, ) € R?
with s < t. We will often write the equation in differential form as in (4).

Remark 1. The condition that a stationary solution (X;);cr must satisfy E[|X¢|] <
oo is imposed in order to ensure that the integral on the right-hand side of (7) can be
defined in the usual way. Indeed, in this case

t
/ / [Xu—vl@(dv) du < o0
s J[0,00)

almost surely since its mean is finite. Note also that, if (7) has any such solution
(X1)ter, then E[L1] = —¢([0, 00))E[Xo]. Consequently, our assumption that
E[L] < oo is innocent and only imposed to avoid trivial cases. If ¢ has bounded
support, (7) makes perfect sense without the condition E[|X|] < oo, and existence
and uniqueness of solutions were established in [11, 13] under milder conditions on
(L¢)ter. While it should be doable to study (7) under milder conditions when ¢ is
unbounded as well, we leave this for future research.
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Set C; = {z € C : Re(z) > 0}. Properties such as existence and uniqueness of
solutions of (7) are closely related to the zeroes of the function hg: C; — C given
by

he(z) =z — / e p(dr), z€Cy. (8)
[0,00)

Note that iy is analytic on {z € C : Re(z) > 0} and real-valued on {z € C :
Im(z) = 0}. As we will later translate our findings into the framework of CARMA
processes, which correspond to a particular class of delay measures ¢ with unbounded
support, we will rely on the following existence and uniqueness result of [3]:

Theorem 1 (Basse-O’Connor et al. [3]). Let hy be given as in (8) and assume that
he(z) # 0 for all z € C4.. Then the unique solution of (7) is given by

t
X =/ 8p(t —u) dLy, 1 eR, ®
o0

where gy : [0, 00) — R is characterized by

o0 .
/0 e Vgg(r) dr = vy e R. (10)

he(iy)’
Remark 2. The assumption that /14(z) # 0 for all z € C4 as well as the form of the
solution (9) are, in fact, rather natural. Indeed, heuristically speaking the equation (7)
reads (AyX); = (DL); with Ay being the linear operator given by (Ay f)(t) =
(D)) + f[o’oo) f(@t—s)¢(ds)and D = d—dt the derivative with respect to ¢. Since

[ snm s =hyin [ P rwa yer
R R

the assumption on /¢ can be interpreted as an invertibility assumption on Ay, and
its inverse A" takes the form (Ay" f)(t) = [ gs(t — 5) f(s) ds. While it might
sometimes be challenging to show that h4(z) # 0 when z € C,, as required by
Theorem 1, a necessary and easy-to-check condition is that ¢ ([0, 00)) < 0. Indeed,
this follows from the facts that /4 (0) = —¢ ([0, 00)), hy is continuous, and sy (x) —
00 as x — oo (where x € [0, 00)).

To get an idea of the stationary processes that can be generated from (7), we
provide a couple of examples where the condition of Theorem 1 can be checked.

Example 1 (CARMA processes). Let A € R and, for a given p € N, suppose b € R?
and A € RP*P with a spectrum o (A) contained in {z € C : Re(z) > 0}. Consider
the delay measure

¢ (dr) = —A8o(dr) + b e Aley dr, (1)

where &g is the Dirac measure at 0 and e is the first canonical basis vector of R”. Note
that e is merely used as a normalization: the effect of replacing e; by an arbitrary
vector ¢ € RP can be incorporated in b and A. By the assumption on o (A), all the
entries of e =4’ are exponentially decaying as t — oo and, thus, |¢| is a finite measure
with moments of any order (in particular, (6) is satisfied). The function A takes the
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form hy(z) =z + A — b'(A + zlp)’lel, where I, is the p x p identity matrix.
By the fraction decomposition it follows that bT(A + zI p)_lel = R(z2)/Q(z) for
z € C4, where (Q, R) is the unique pair of real polynomials Q, R: C — C such
that (i) Q is monic and has no zeroes on C, (ii) deg(Q) > deg(R), and (iii) Q and
R have no common zeroes. Consequently, it follows from Theorem 1 that, as long as

P(z) =(z4+ 20k —R()#0 forall z € Cg,

there exists a unique stationary solution (X;);cr to (7), and it is given by (9) with g4
satisfying
0o .
/ e Vey(r) dt = M’ yeR. (12)
0 P(iy)

In other words, (X;);er is a causal and invertible CARMA process with autore-
gressive polynomial P and moving average polynomial Q (see Section 3 or [8, Re-
mark 4]). Conversely, given a moving average

'
X,:/ g(t—s)dLy, teRR,

—00

with g: [0, c0) — R characterized by (12) for some polynomials P and Q having
no zeroes in C, and which satisfy deg(P) = deg(Q) + 1, one can choose a unique
constant & € R such that the polynomial R(z) := (z4+A) Q(z) — P(z) meets deg(R) <
deg(Q@). Thus, it follows that such a process constitutes a stationary solution of the
SDDE (7) with a delay measure ¢ of the form (11). Indeed, this is due the fact that
a function f: [0, c0) — R with a rational Laplace transform R/Q can always be
represented as /(1) = b' e e for suitable b € RIE(Q) and 4 e Rdee(Q)xdeg(Q)
with 0 (A) C {z € C : Re(z) > 0}. For more on the relation between solutions of
SDDEs and CARMA processes, see [3, Section 4.3].

Example 2 (Discrete delay). Let A, £ € R and 7 € (0, 00), and assume that || <
t~!. Consider the following SDDE written in differential form:

dX; = (-AX; +£X,_;) dt +dL,, teR. (13)

To show existence of a unique stationary solution using Theorem 1, we must argue
that z + X — £e7 %" £ 0 whenever z € C_. or, equivalently, that the two equations

x+Ar—Ee "cos(ty) =0 and y+E&e " sin(ry) =0 (14)

cannot hold simultaneously if x > 0 and y € R. Since the only real solution of an
equation of the form u = sin(cu) is © = 0 when |«| < 1, the second equation in (14)
implies that y = 0. If this is the case we have that

x+Ar—Ee "cos(ty) > A — &,

since u — u — Ee~ " is increasing on [0, co). In view of the last part of Remark 2,

we conclude that h4(z) # O forall z € C4 if and only if £ < A.
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Turning to the question of whether a given solution (X, );cR to (7) is nonnegative,
we observe initially that, since it will necessarily take the form (9), there exist a
number of equivalent statements for nonnegativity; these are presented in Theorem 2
below. Before formulating the result, recall that a function f: (0, co) — R is called
completely monotone if it is infinitely differentiable and

n

d
(—1)"Mf(t) >0 foralln € Ngand ¢t > 0. (15)

If f is nonnegative and infinitely differentiable, and its derivative Df is completely
monotone, it is called a Bernstein function. A convenient property of such function
is that f o g is completely monotone as long as g is so (in fact, this property charac-
terizes the class of Bernstein functions). For further details on completely monotone
functions, Bernstein functions, and their relations, see [20].

Theorem 2. Let hy be given as in (8) and assume that hy(z) # 0 for all z € Cy.
Furthermore, let (X;);cr and gy be defined through (9) and (10), respectively. The
following statements are equivalent:

(i) X; > 0 almost surely for some t € R.
(ii) X; > 0 almost surely for all t € R.
(iii) gy is nonnegative almost everywhere.
(iv) 1/ hgy is completely monotone on (0, 00).

Remark 3. Let the setting be as in Theorem 2. The notion of almost sure nonnega-
tivity is the best possible given that the process (X;);cR itself is only defined for each
fixed r € R up to a set of probability zero. However, by (7), (X;);cr can always be
chosen to have cadlag sample paths, in which case the property X, > 0 will hold
across all ¢ € R outside a set of probability zero.

While Theorem 2 tells that it is sufficient to show nonnegativity of g, the kernel
is often not tractable—not even when ¢ is rather simple. To give an example where
this strategy does indeed work out, note that the solution of (13) withA > Qand & =0
is the Ornstein—Uhlenbeck process, so g¢(t) = e~ (by (10) as he(z) = z+ A) and,
thus, proves that the solution is nonnegative. In contrast, as soon as & # 0, g, cannot
be explicitly determined since its structure depends on the infinitely many solutions
of the equation z + A — e~ "% = 0 for z € C (see [11, Lemma 2.1] for details).
The following result, which relies on part (iv) of Theorem 2, provides a sufficient and
simple condition on the delay ¢ which ensures that the solution is nonnegative.

Theorem 3. Let hy be defined as in (8) and assume that hy(z) # 0 for all z € C,.
Suppose further that ¢ is a nonnegative measure when restricted to (0, 00), that is,

$(BN(0,00)) >0 for all Borel measurable sets B. (16)

Then (1)—(iv) of Theorem 2 are satisfied.
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In light of Theorem 3, when one is trying to model nonnegative processes, it is
natural to write (7) as

o0
dX, = —1X, dt +f X;_sn(ds) dr +dL;, t eR, 17
0

and then search for nonnegative measures 1 on (0, co) satisfying n((0, co)) < A (by
the last part of Remark 2 this inequality must hold if /14(z) # 0 for all z € C). Here
we use the convention fooo = f(O 00)"

Remark 4. As will, for instance, appear from Example 3, the condition (16) is not
necessary for (X;);er to be nonnegative. According to Theorem 2 it is necessary
and sufficient that (15) is satisfied for 1/h4. The case n = 0 is always true when
hg(z) # 0 for all z € C,, and by relying on Faa di Bruno’s formula (see, e.g., [16,
Theorem 2]) it can be checked that

Cpd L
dx” I’l¢(x) -
]!l — L3 (o)) n o
Z ap ... ay lar|+1 1_[((_1) E'? ()™
aeNg: Z?zlja_/-:n apl(1h™ o !(n!) h(p(X) =2

(18)

when n > 1, where E,(/ ) denotes the jth derivative of the Laplace transform £, (x) :=
fooo e n(dr) of n == ¢(- N (0, 00)). Moreover, o refers to the jth entry of « € Np
and |a| = Z;’-:l a;. From this expression it is easy to see that (15) is satisfied if
n is nonnegative, since then £, is completely monotone and, hence, each term of
the sum in (18) will be nonnegative. It does, however, also show that 1 cannot be
“too negative” if the solution (X;);cR is required to be nonnegative; for instance, the
restriction for n = 1 implies in particular that

/Ootn(dt) > —1.
0

Unfortunately, the complete set of restrictions implied by (15) and (18) seem to be
very difficult to analyze.

In Figure 1 we simulate the stationary solution of (17) when n = £§;, §; being
the Dirac measure at t, with the specific values A = t = 1 and £ = 0.2. For compar-
ison we rerun the simulation with & = —0.8. Note that existence and uniqueness of
the stationary solution is ensured by Example 2 in both cases. As should be expected,
it appears from the simulations that the solution stays nonnegative when & = 0.2,
but when £ = —0.8 (where nonnegativity is not guaranteed by Theorem 3), the solu-
tion eventually becomes negative. The latter observation can, for instance, be proved
theoretically by checking that

hy(x)3 ¢ =£245542

dx2 hy(x) |,_o

when A = v = 1, and hence 1/ hy is not completely monotone on [0, oo) if § = —0.8.
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50 100 150 200 50 100 150 200

Fig. 1. Simulations of X1, ..., Xpgo from the model (17) with n = £§1 when & = 0.2 (left)
and & = —0.8 (right). In both cases, A = 1

3 Nonnegative CARMA processes

Let P(z) =27 +a1zP~ '+ +apand Q) = by + b1z + -+ + by_1297 ! + 24
be two real monic polynomials with p > ¢, and assume that P has no zeroes on C
(causality). Define the companion matrix

0 1 0 0
0 0 1 0
A= : :
0 0 0 1
—dap, —dp—-1 -+ —adz —daj

and let b = (b, b1, ...,byg—1,1,0,...,0)" and e, = (0,0,...,0,1)T (both being
elements of R”). The causal CARMA(p, g) process (Y;);cr driven by the subordina-
tor (L;);cRr, and associated to the autoregressive polynomial P and moving average
polynomial Q, is defined by

t
Y, = / b e e, dLy, t € R. (19)
—00

Alternatively, the kernel g(t) = bTeAle p can be characterized in the frequency do-
main by the relation

iy 0@y)
l[) _
fo e We(r) dr = ) y € R. (20)

Due to the well-known form X; = fi o eAl=s)g p AL of the stationary Ornstein—
Uhlenbeck process with drift parameter A and driven by (e, L;);<r (see, for example,
[19, 18]), (19) shows immediately that (¥;);cr admits the following state-space rep-
resentation:

dX[ = AX[ dt +ep dL[,
Y, =b'X,.
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The intuition behind any of the above (equivalent) definitions of the CARMA process
is that (Y;);cr should be the solution of the formal differential equation

P(D)Y; = Q(D)(DL),, t eR. 21)

(For instance, by heuristically computing the Fourier transform of (¥;);cr from (21),
one can deduce that ¥; should indeed take the form (19).) In general, a wide range
of theoretical and applied aspects of CARMA processes have been studied in the
literature: for further details, see the survey of Brockwell [8] and references therein.

Concerning nonnegativity of CARMA processes driven by subordinators, the re-
sults are less conclusive; we briefly review existing results here. The simplest
CARMA process, obtained with P(z) = z+ A for A > 0 and Q(z) = 1, is the
Ornstein—Uhlenbeck process, which (as noted in previous sections) is always non-
negative when the driving noise (L;);cRr is a subordinator. A particularly appealing
property of CARMA processes, in contrast to general solutions of SDDEzs, is that
the Fourier transform (20) of the kernel g is rational. To be specific, with a1, ..., o)
and By, ..., B, being the zeroes of P and Q, respectively, Ball [1] showed that g is
nonnegative if

at, ..., 0p, P1,..., Bg €{z€C : Re(z) <0, Im(z) =0}

k k
and Y ;=Y B fork=1,....q,
j=1 j=1

where the latter condition assumes that the zeroes are ordered so that oy > - -+ >«
and B; > --- > B,. This result was later complemented by [21], which gives two
conditions (one necessary and one sufficient) for CARMA(p, 0) or, simply, CAR(p)
processes to be nonnegative. Furthermore, it is argued that (22) is both necessary and
sufficient to ensure nonnegativity of CARMA(2, 1) processes. For many purposes,
but not all, CARMA(p, p — 1) processes are the most useful in practice; for instance,
CARMA(p, q) processes have differentiable sample paths when g < p — 1 (see [12,
Proposition 3.32]). When ¢ = p — 1 and Q has no zeroes on C, (invertibility),
we saw in Example 1 that the corresponding causal and invertible CARMA process
(Y;)rer can be identified as the unique solution of an SDDE of the form (17) with
n(dt) = f(¢) dr and f: [0, 00) — R being characterized by

iy R(iy)

e (@) dt = ——=, y eR. (23)
/o Q(iy)

Here R(z) = (z+X)Q(z) — P(z) and A € R is uniquely determined by the condition

deg(R) < g; it is explicitly given by

(22)

p—1
A=ay—bp_o=—a,+ Z(’Bf —aj).
j=1
Note that, in case the zeroes i, ..., B, of Q are distinct, Cauchy’s residue theorem
implies that
q
P .
f(t)=—2—('6’)eﬁf’, t>0, (24)

Q'(B))

j=1
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Q’ being the derivative of Q (see also [8, Remark 5]). In view of Theorem 3, it follows
that (¥;)ser is nonnegative if f is so. To put it differently, while it is necessary and
sufficient that Q/ P is completely monotone on [0, co) for (¥;);cr to be nonnegative,
it is sufficient to verify complete monotonicity of R/ Q, a rational function where both
the numerator and denominator are of lower order than the original one. We state this
finding in the following result.

Theorem 4. Let (Y;);cr be a causal and invertible CARMA(p, p — 1) process asso-
ciated to the pair (P, Q), and let R be given as above. Then (Y;);cRr is nonnegative
if R/Q is completely monotone on [0, 00) or, equivalently, if the function f charac-
terized by (23) is nonnegative.

Remark 5. In situations where g < p—1, Theorem 4 can still be useful for obtaining
nonnegative CARMA(p, q) processes as it can be applied in conjunction with the
results of [21]. To be specific, suppose that

(i) Theorem 4 applies to the CARMA(q + 1, g) process associated with a given the
pair (Py, Q), and

(ii) one of the sufficient conditions of [21, Theorem 1] applies to the CAR(p—g—1)
process associated with a given autoregressive polynomial Ps.

Then the CARMA(p, g) process associated with the pair (P} x P>, Q) is nonnegative
(x denoting multiplication). This follows immediately from the fact that its kernel is
the convolution between the kernels of the two moving averages associated to (i)
and (ii).

Example 3. Suppose that (¥;);cr is a causal and invertible CARMA(2, 1) process,
so that its polynomials P and Q are representable as P(z) = (z — «)(z — B) and
Q(z) = z — y for suitable o, B € {z € C : Re(z) < 0} and y € (—o00, 0). It follows
from (22) that for (Y;);cr to be nonnegative it is necessary and sufficient that

Im(a) =Im(B8) =0 and y < max{c, B}. 25)

On the other hand, from (24) we have f(t) = —P(y)e”?, and so one would need to
require that P(y) = (y —a)(y — B) < 01in order to apply Theorem 4. Imposing this
condition is equivalent to assuming that

Im(a) =Im(B8) =0 and min{e, B} < y < max{a, B}. (26)

While the first restriction in (26) is necessary, the second is not. In general, we see
that (25) and (26) differ the most when |o — B is small. In Figure 2 we have marked
the feasible area for y implied by (25) and (26), respectively, for a given polynomial
P with zeroes «, B € (—o0, 0).

While the condition of Theorem 4 falls short in the context of CARMA(2, 1)
processes, Corollary 1 below shows that it extends the class of CARMA(p, p — 1)
processes which is known to be nonnegative as soon as p > 3. Specifically, this result
gives sufficient conditions ensuring that CARMA(3, 2) processes are nonnegative in
situations where those of [1, 21] do not (and the latter are, to the best our knowl-
edge, the only available easy-to-check conditions in the literature). One could aim
for a similar result for a general p > 3, but this would involve more complicated
expressions.
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Fig. 2. An autoregressive polynomial P with zeroes o, § € (—00, 0) (gray) together with the
feasible values for the zero y € (—0, 00) of the corresponding moving average polynomial Q
implied by (25) (red: solid and dashed) and (26) (red: solid)

Corollary 1. Let (Y;):cr be a causal and invertible CARMA(3, 2) process with poly-
nomials P and Q, and let 1 and B2, Re(B1) > Re(Ba), denote the zeroes of Q. Then
the function f characterized by (23) is nonnegative if and only if Im(81) = Im(B2) =
0 and one of the following conditions holds:

(i) B > B2 and P(B1) < min{P(p2), 0}.
(ii) B1 = B2 and max{P (1), P'(B1)} < 0.

In particular, if either (i) or (i) is satisfied, then (Y;);cRr is nonnegative.

Example 4. Let (Y;);cr be the causal and invertible CARMA(3, 2) associated to real
polynomials P and Q representable as

P)=(E—-a)z—a)(z—a3) and Q(z) = (z = B1)(z — p2), z€C,

for some a1, a2, a3 € {z € C : Re(z) < 0} and By, B2 € (—o0, 0). If one seeks to
apply the result of [1, 21] stated in (22), it must be required that

Im(a;) =0, B1 < ai, and B+ B2 <o +az. (27)

(Here, as in (22), the zeroes are ordered such that «; > oy > a3 and 81 > B.)
Comparing (27) to the conditions obtained in Corollary 1, it follows that they are
quite different. In particular, Corollary 1 does not require that o1, o, and o3 are real
numbers, and even if this is the case, the conditions of this result are sometimes met
while those of (27) are not, and vice versa. To give a simple example of the former
case, suppose that «; > a» = a3 and 81 = B;. If B is larger than «y, but smaller
than the local extremum x* of P located in the interval (a», 1), it follows that both
P(B1) < 0and P'(B1) < 0. It is easy to check that x* = (2o + a2)/3, so we
conclude that the conditions of Corollary | are satisfied while those of (27) are not

whenever
o] + o o) t+oy o] — o
< <

2 =" 6
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On the other hand, a simple example where (27) applies, but Corollary 1 does not, is
when o3 < B < a, since this implies P(81) > O.

4 Multivariate extensions

In this section we extend the results of Section 2 to multivariate SDDEs or, in short,
MSDDEs which were studied in [3]. To be specific, for a given d > 2 we let L, =
(L,l, e L;’)T, t € R, be a d-dimensional subordinator with E[||L{|]] < oo and
¢ = (¢j1) ad x d matrix-valued signed measure on [0, co) with

o0
f 2lpjkldn) <oo,  jk=1,....,d.
0

A stochastic process X; = (X ,‘, o X ;1 )T, t € R, is a solution of the corresponding
MSDDE if it is stationary, has finite first moments (that is, E[|| X¢||]] < o00), and
satisfies

. 4 . .
X/ - x! = Zf / Xk ¢i(dv) du+ L] — L1, s <t, (28)
k=1"% [0,00)

for j = 1,...,d. In line with (3) we use the decomposition ¢ = —Ady + n, where
A= —¢{0}) and n = ¢(- N (0, 00)). If we define the convolution (u * f)(t) =
(f xw)() = f f (@ — s) pu(ds) between a signed measure and a real-valued func-
tion f (assuming that the integral exists) and extend the definition to matrix-valued
quantities by the usual rules of matrix multiplication, (28) can be written compactly
as

dX; = —AX; dt + (p * X)(¢) dr +dL,, t e R. (29)

Among stationary processes which can be identified as solutions of (28) are the
multivariate Ornstein—Uhlenbeck process (y = 0) and, more generally, multivari-
ate CARMA processes [12] (y(dt) = f(¢) dt with f being of exponential type as
in (11)). For further details, we refer to [3]. In general, solutions of MSDDEs are
related to a function which is similar to (8), namely

ho@ =:li~ [ gan,  zecy. (30)
[0,00)

I; being the d x d identity matrix. In particular, it was shown in [3] that if
det(hy(z)) # 0 for all z € C, the unique solution (X;);cR is given by

t
X,:/ gst—s)dL,,  1eR, 31)
o0

Ra’xd

where 8y: [0, 00) — is characterized by

o0
/ e_"yg¢(t) dr = h¢(iy)_1, yeR. (32)
0
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In Theorem 5, which is a generalization of Theorem 3, we give sufficient conditions
for the solution (X;);cr to have nonnegative entries. Before formulating this result
we recall the definition of the so-called M-matrices: A € R4*4 is called an M -matrix
if it can be expressed as A = aly; — B for some o € [0, 00) and B € R*4 with
nonnegative entries and spectral radius p(B) < «. The main point in introducing
these is their relation to entrywise nonnegativity of the matrix exponential e =47 for all
t > 0 (see Lemma 2). For further details and other characterizations of M-matrices,
we refer to [5, 14] and references therein.

Theorem 5. Let hy be defined as in (30) and assume that det(hy(z)) # 0 for all
z € C. Suppose further that all the entries of § are nonnegative measures and that
A is an M-matrix. Then the entries of the uniqu_e solution (X;);er to (28), which is

given by (9), are nonnegative in the sense that X] > 0 for j = 1, ..., d almost surely
for each fixedt € R.

Remark 6. When comparing Theorem 5 to Theorem 3, it seems that we have to
impose an additional assumption of A being an M-matrix, which was not needed
in the univariate case. However, requiring that the one-dimensional quantity A =
—¢ ({0}) is an M-matrix would naturally be interpreted as a nonnegativity constraint,
but this is automatically satisfied under the stated assumptions on kg, cf. Remark 3.

In the same way as we relied on the findings of Section 2 to obtain conditions
for a CARMA process to be nonnegative in Section 3, Theorem 5 can be used in
conjunction with the relation between MSDDEs and multivariate CARMA processes
outlined in [3] to obtain similar conditions in the multivariate setting. For brevity,
however, we will only address nonnegativity of the multivariate Ornstein—Uhlenbeck
process and the multivariate CARMA(2, 1) process in the following.

Example 5. Let A € RP*P with a spectrum o (A) contained in {z € C : Re(z) > 0},
and consider the Ornstein—Uhlenbeck equation:

dXtZ—)\.Xt dt+st, tGR

The stationary solution (X,);cR takes the form X, = fi o e M=% qL, and thus, to
ensure that X; is nonnegative (and without further restrictions on the driving Lévy
process (L;):cr), it must be required that all entries of e ™M are nonnegative for every
t > 0. According to Lemma 2 this is the case if and only if A is an M-matrix, which
is exactly the condition of Theorem 5 for nonnegativity.

Example 6. Let A|, Ay, By € R?* be given such that both
7> det(Igz2 + Ajz+ Az) and  z > det(Iyz + Bo)

have no roots on Cy (causality and invertibility). Due to the same reasoning as in
Section 3, the corresponding d-dimensional CARMA(2, 1) process is naturally char-
acterized by

t
Yt=/ g —s)dLg, t € R,

—0o0

where the Fourier transform of g: [0, c0) — Rd*d ig

[e¢)
/ eg(r) dt = (=1ay® + Aiiy + A)”'(Laiy + Bo).  yeR.
0
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(See also [12, Theorem 3.22].) By [3, Theorem 4.8], (Y,);cRr can also be identified as
the unique solution to (29) withA = A — By and

n(dr) = e B dr [Bo(A| — Bo) — Al

In view of Theorem 5 and Lemma 2 we conclude that the entries of (Y;);cr are
nonnegative if both By and A; — B are M-matrices, and all entries of the matrix
By(A| — Bp) — Aj are nonnegative.

5 Proofs

Proof of Theorem 2. The equivalence between (i) and (ii) is an immediate conse-
quence of stationarity of (X;);cr. The fact that (iii) implies (ii) is rather obvious—
this is also readily seen by representing the subordinator (L;);cr as a cumulative sum
of its positive jumps plus a nonnegative drift. To see that (ii) implies (iii), note by [15]
that X, is infinitely divisible with a Lévy measure vy given by

vx(B) = (Leb X v)({(s,x) €[0,00) xR : xgy(s) € B\ {0}}),

where Leb( - ) refers to the Lebesgue measure. Since X; > 0 almost surely, vy is
concentrated on (0, o0), and hence we deduce that

0 =vx((—00,0)) > Leb({s € [0,00) : gy(s) < O0Hv((0, 00)). (33)

Since (L;)ser is a subordinator and v is nonzero, v((0, c0)) > 0. By combining
this observation with (33) we conclude that g4 is nonnegative almost everywhere.
In view of Bernstein’s theorem on monotone functions [6], which states that g is
nonnegative if and only if its Laplace transform is completely monotone on [0, 00),
we have that (iii) holds if and only if (iv) does, and this completes the proof. |

Proof of Theorem 3. This follows immediately from the discussion in Remark 4 or
by observing that x > hgy(x) is a Bernstein function, and hence its reciprocal x +>
1/ hg(x) must be completely monotone (see [4, Theorem 5.4]). |

Proof of Corollary 1. Since f takes the form (23) and deg(Q) = 2, it follows from
[21, Remark 2] that, necessarily, Im(8;) = Im(B2) = 0 (as we also discussed in
relation to (22)). If 81 > B2, we may use (24) and represent f explicitly as

f) = (P(B)e™ — P(B1)EP), 1 >0.

1
B1— B2

Here we have also used the fact that Q’(81) = —Q’(B2) = B1 — B2. By considering
t = 0 and ¢+ — oo we conclude that f () > O for all ¢ if and only if both P(8;) <
P(B>) and P(B1) < 0, and this thus establishes (i). If 81 = f» =: B, we observe
initially that

R(z) = (z+a1 +2B)(z— B)* — P(2)
=283+ a1? — a3 — (3% +2Ba1 — ar)z
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=P'(B)B— P(B) — P'(B)z.

Since the function having Fourier transform y — (iy — )2 is t — tef?, it follows
from (23) and the above expression for R that

F@) = (P'(B)B — P(B))te!' — P'(B)(Btef' + eP')y = —(P(B)t + P'(B))e".

By considering + = 0 and + — oo once again we deduce that f is nonnegative on
[0, o) if and only if P(8) < 0 and P’(B) < 0, which concludes the proof. O

Before turning to the proof of Theorem 5 we will need a couple of auxiliary
lemmas. In relation to the formulation of the first result we recall the notation

s =Y [ il =0t
1

for a matrix-valued function f = (fjx) and a matrix-valued signed measure p =
(1 jx) of suitable dimensions and such that the involved integrals are well defined.

Lemma 1. Suppose that det(hy(z)) # 0 forallz € C; andlet g 4: [0, 00) — R4
be characterized by (32). Then it holds that

'
8p(1) =84t —5)84(s) +/ 84t —u)(@ * (g4110,51)) () du

for arbitrary s, t € [0, 00) with s < t.

Proof. To lighten notation, and in line with Remark 4, we denote the Laplace trans-
form by L. Specifically, for a given signed measure p and an integrable function
f110,00) — R, set L{ul(z) = LIn(@N](@) = [ig o, ¢ p(dr) for z € C and
L[ f]:= L[f(t) dt]. From [3, Proposition 5.1] it follows that

t
g4(D) = g4(s) + / (g ) du,  1>520, (34)

where (g5 % @) jk = 31— fi0.00) 89.71(+ — 1) dux(dr). Since LIgy1(z) = hy(2)”!
by (32), it is easy to check that E[g¢] and L[¢] commute, and hence

g¢*¢=¢*g¢. (35)
For a fixed s € [0, 00), it thus follows from (34) and (35) that
LIgpL(s.00)1(2)

= Ll1.00(0gy () + £] /0 (& % 84) (1)1 500 () dut| ()

1
Z(E[Ss](z)g¢ (5) + LI * (g4110,51) (5,001 (2) + LIGI () LIgyL(5,00(2))
for z € C with Re(z) > 0. After rearranging terms we obtain

hg(2)LI81(s,001(2) = LI81(2) g (5) + LIS * (85105 is.00](2).  (36)
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By multiplying L£[g4](z) from the left on both sides of (36) and using uniqueness of
the Laplace transform, this shows that

o) = (84 #8) (D84 (5) + (g4 * (b * (84110,
t

= g,(t — 5)gy(s) + / g4t — u)($ * (8411051 () du

for ¢ > s, and this completes the proof. O

The following lemma, which will be used in the proof of Theorem 5 as well,
presents a key property of M-matrices. While the result is well known, we have not
been able to find a proper reference, and hence we include a small proof of the state-
ment here.

Lemma 2. Let A € RY*?If A is an M-matrix, then e 4" has nonnegative entries for
all t > 0. Conversely, if e A" has nonnegative entries for all t > 0 and the spectrum
0 (A) of A belongs to {z € C : Re(z) > 0}, then A is an invertible M -matrix.

Proof. If A is an M-matrix, we have that e=4’ = ¢~ ¢B’ for some o € [0, 00)

and B € R¥*? with nonnegative entries. Since ¢5’ has nonnegative entries, we con-
clude that the same holds for e~47. If instead the entries of e~4’ are nonnegative and
o(A) C {z € C : Re(z) > 0}, it follows that the entries of

oo
/ e e A dr = (Iyx + A)~!
0
are nonnegative for all x € [0, 0o) as well. By [14, Theorem 2] this implies that A is

an invertible M-matrix. O

Proof of Theorem 5. For ¢ € (0, oo) define the measure ¢, := —Adg+n(-N(e, 00)).
We start by observing that, when ¢ is sufficiently small,

det(hg, (z)) #0 forall z € C,. 37

To see this suppose, for the sake of contradiction, there exist sequences (&,),>1 <
(0, 00) and (zy)n>1 € Cy such that det(hgy,, (z,)) = Oforalln > 1 and &, — 0as
n — oo. Note that the length of any entry of L[¢,](z) is bounded by the constant

,,,,,

for all ¢ and z, and hence inf; | det(hy, (z))| ~ Iz|4 as |z] — oo by the Leibniz
formula (the notation ~ means that the ratio tends to one). This shows in particular
that the sequence (z,),>1 must be bounded, and so it has a subsequence (z;; )i>1
which converges to a point z* € C,.. However, this would imply that

det(hy () = lim det(hg,, (21,)) =0,

which contradicts the original assumption that det(h(z)) # 0 for all z € C.. Conse-
quently, the condition (37) is satisfied as long as ¢ is smaller than a certain threshold,
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say, £*. Thus, for ¢ < ¢* we can define the corresponding function 84, : [0, o0) —
RAxd through (32) (with ¢ replaced by ¢,). By (34) and (35),

t
g5 (1) = T4+ /0 (b * 2,)(5) ds

t
=14 —l/ g¢s(s) ds
0

for ¢ € [0, €]. By uniqueness of solutions of such differential equation it follows that
for 84, (1) = e M for ¢ € [0, €], in which case we can rely on Lemma 2 to deduce
that its entries are nonnegative. Now, given that g, (r) has nonnegative entries for
t € [0, ke] for some positive integer k > 1, we can apply Lemma | with s = ke to
deduce that this remains true when ¢ € (ke, (k + 1)e]. Consequently, it follows by
induction that 8y, (1) has nonnegative entries for all # € [0, 00).

Next, for ¢ € [0, £*] define the Fourier transform

o ik ) = (hg, i) Njk,  yeR,

of the (j, k)-th entry g¢, jk of g4 . By Cramer’s rule it follows that Fy, jk(y) =

det(hm)) / det(hg, (iy)), where hZ(i\y) is the matrix formed by replacing the jth
column of kg, (iy) by the kth canonical basis vector. By the same type of arguments
as above (in particular, by relying on the Leibniz formula),

inf | det(hg, (iy))] = ci1(1V |y
£<¢

and  sup |det(hg, (iy)| < c2(1V [y|*™")

e<g*

for suitably chosen constants cq, ¢ € (0, 00). Consequently, we conclude that

sup | Fp ik < clealAly™),  yeR. (38)

0<e<e*

Since Fy, jx converges pointwise to Fg, jx (the Fourier transform of the (j, k)-th
entry g¢. jk of g4) as e — 0, it follows by the Plancherel theorem and (38) that

o0
/O (8. k(1) — 8¢ k(1)) dt = fR |Fpe ik (D) = Fpo k> dy = 0, & — 0.

From this we establish that g4, jx — 8¢, jk almost everywhere for a suitable se-
quence (&n)n>1 S (0, ¢*] with &, — 0 as n — oco. This shows that 8¢.jk() > 0 for
almost all ¢ € [0, co) and, thus, completes the proof. O
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