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Abstract The paper presents the study on the existence and uniqueness (strong and in law) of
a class of non-Markovian SDEs whose drift contains the derivative in the sense of distributions
of a continuous function.

Keywords SDEs with distributional drift, path-dependent stochastic differential equations

2010 MSC 60G99, 60H10, 60H15

1 Introduction

This paper discusses in detail a framework of one-dimensional stochastic differen-
tial equations (henceforth abbreviated by SDEs) with distributional drift and possible
path-dependency. To our best knowledge, this is the first paper which approaches a
class of non-Markovian SDEs with distributional drifts.

The main objective of this paper is to analyze the solution (existence and unique-
ness) of the martingale problem associated with SDEs of the type

dXt = σ(Xt )dWt + b′(Xt )dt + �
(
t, Xt

)
dt, X0

d= δx0 , (1.1)
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where b, σ : R → R are continuous functions, σ > 0, x0 ∈ R and W is a standard
Brownian motion. The assumptions on b, which will be formulated later, imply that
b′ is a Schwartz distribution. Concerning the path-dependent component of the drift,
we consider a locally bounded functional

� : � → R, (1.2)

where
� := {

(s, η) ∈ [0, T ] × C
([0, T ]); η = ηs

}
and

ηs(t) :=
{

η(t), if t ≤ s,

η(s), if t > s,

and C([0, T ]) is the space of real-valued continuous functions on [0, T ], for a given
terminal time 0 < T < ∞. By convention, we extend � from � to [0, T ]×C([0, T ])
by setting (in nonanticipating way)

�(t, η) := �
(
t, ηt

)
, t ∈ [0, T ], η ∈ C

([0, T ]). (1.3)

Setting σ = 1, b = B, where B is a two-sided real-valued Brownian motion which is
independent from W , equation (1.1) reads

dXt = −1

2
Ḃ(Xt )dt + �

(
t, Xt

)
dt + dWt . (1.4)

When � = 0, equation (1.4) constitutes the so-called Brox diffusion, see, e.g., [4, 15,
25] and other references therein. This is a celebrated random environment model. This
paper includes the study of (1.4), where � is a bounded path-dependent functional,
which appears to be a non-Markovian variant of Brox diffusion.

Path-dependent SDEs were investigated under several aspects. Under standard
Lipschitz regularity conditions on the coefficients, it is known (see, e.g., Theorem
11.2 [20, chapter V]) that strong existence and uniqueness hold. In the case the path-
dependence takes the form of delayed stochastic equations, one-sided Lipschitz con-
dition ensures strong existence and uniqueness, see, e.g., [24, 17]. Beyond Lipschitz
regularity on the coefficients of the SDE, [14] shows uniqueness in law under struc-
tural conditions on an underlying approximating Markov process, where local-time
and running maximum dependence are considered. The existence in law for infinite-
dimensional SDEs with additive noise on the configuration space with path-dependent
drift functionals with sublinear growth is studied in [8]. In all those contributions the
drift is a nonanticipative functional. Beyond Brownian motion based driving noises,
[6] establishes existence of solutions for some path-dependent differential equation
driven by a Hölder process.

The Markovian case (� = 0) with distributional drift has been intensively stud-
ied over the years. Diffusions in the generalized sense were first considered in the
case when the solution is still a semimartingale, beginning with [19]. Later on, many
authors considered special cases of SDEs with generalized coefficients. It is difficult
to quote them all; in the case when the drift b′ is a measure and the solutions are
semimartingales we refer the reader to [3, 9, 21]. We also recall that [10] considered
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even special cases of nonsemimartingales solving stochastic differential equations
with generalized drift.

In [12] and [13], the authors studied time-independent one-dimensional SDEs of
the form

dXt = σ(Xt )dWt + b′(Xt )dt, t ∈ [0, T ], (1.5)

whose solutions are possibly nonsemimartingale processes, where σ is a strictly pos-
itive continuous function and b′ is the derivative of a real-valued continuous func-
tion. They presented well-posedness of the martingale problem, Itô’s formula under
weak conditions, semimartingale characterization and the Lyons–Zheng decomposi-
tion. The only supplementary assumption was the existence of the function

�(x) := 2
∫ x

0

b′

σ 2 (y)dy, x ∈ R, (1.6)

considered as a suitable limit via regularizations. Those authors considered solutions
in law. The SDE (1.5) was also investigated in [1], where the authors provided a well-
stated framework when σ and b are γ -Hölder continuous, γ > 1

2 . In [22], the authors
have also shown that in some cases strong solutions exist and pathwise uniqueness
holds. More recently, in the time-dependent framework (but still one-dimensional),
a significant contribution was done in [7]. As far as the multidimensional case is
concerned, some important steps were done in [11] and more recently in [5], when
the diffusion matrix is the identity and b is a time-dependent drift in some proper
negative Sobolev space. We also refer to [2], where the authors have focused on (1.1)
in the case of a time-independent drift b which is a measure of Kato class.

Let us come back to the objective of the present paper in which the path-dependent
drift contains the derivative in the sense of distributions of a continuous function b.
We remark that in case b′ is a bounded measurable function and � is a bounded path-
dependent functional, then the problem can be easily treated by applying Girsanov’s
theorem, see, e.g., [16, Proposition 3.6 and 3.10, chapter 5]. Here, the combination of
a Schwartz distribution b′ with a path-dependent functional � requires a new set of
ideas. Equation (1.1) will be interpreted as a martingale problem with respect to an
operator

Lf := Lf + �f ′,

see (3.3), where L is the Markovian generator

Lf = σ 2

2
f ′′ + b′f ′, (1.7)

where we stress that b′ is the derivative of some continuous function b. If we define
� as in (1.6), then the operator L can be written as

Lf = (
e�f ′)′ e−�σ 2

2
, (1.8)

see [12]. We define a notion of martingale problem related to L (see Definition 3.3)
and a notion of strong martingale problem related to DL and a given Brownian motion
W (see Definition 3.4). That definition has to be compared with the notion of strong
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existence and pathwise uniqueness of an SDE. In this article, the notion of martingale
problem extends the usual one by replacing the space C2 of twice continuously differ-
entiable real-valued functions with a more suitable set DL. In the Markovian case, the
notion of strong martingale problem was introduced in [22]. As mentioned earlier, we
will concentrate on the case when b is continuous, the case of special discontinuous
functions is investigated in [18].

The strategy of this paper consists in eliminating the distributional drift of the so-
called Zvonkin’s transform, see [27]. In this direction, we transform the equation via
an L-harmonic function h which exists under the assumption that the function (1.6) is
well-defined. The case with � = 0 was already implemented in [12] and [13], where
the drift in the transformed SDE was null. In our non-Markovian context, the trans-
formed equation is essentially a path-dependent SDE with measurable coefficients.
Under some linear growth conditions (see Assumption 4.16), Theorem 4.23 illus-
trates the existence of the martingale problem related to (1.1). Proposition 4.24 states
uniqueness under more restrictive conditions. Indeed, consider the example when
σ = 1 and b′ is the derivative (in the sense of distributions) of a bounded continuous
function b and � is a bounded measurable functional. In this case, h = ∫ ·

0 e−2b(y)dy.
Then the study of the well-posedness of the martingale problem is equivalent to the
well-posedness of the path-dependent SDE

Y = Y0 +
∫ ·

0
exp

(−2b
(
h−1(Ys)

))
dWs +

∫ ·

0
�

(
s, h−1(Ys)

)
exp

(−2b
(
h−1(Ys)

))
ds.

(1.9)
Existence and uniqueness for (1.9) can be established via Girsanov’s theorem.

Moreover, Corollary 4.31 establishes well-posedness for the strong martingale
problem associated to (1.1). This holds under suitable Lipschitz regularity conditions
on the functional �̃, which is related to � via (4.14), and a specific assumption on the
function σ0 defined in Remark 4.9. We suppose that σ0 is bounded, uniformly elliptic
and it fulfills a Yamada–Watanabe type condition. One typical example is given when
σ0 is a γ -Hölder continuous function for 1

2 ≤ γ ≤ 1.
Several results of the present paper can be partially extended to the multidimen-

sional case, by using the techniques developed in the Markovian case in [11]. In this
direction, the harmonic function h should be replaced by the “mild” solution φ of the
parabolic Kolmogorov equation{

∂tφ + 1
2�φ + b′∇φ = λ(φ − id),

φ(T , ·) = id,
(1.10)

see Section 3.2 of [11].

2 Notations and preliminaries

2.1 General notations

Let I be an interval of R. Ck(I) is the space of real functions defined on I having
continuous derivatives till order k. Such space is endowed with the topology of the
uniform convergence on compact sets for the functions and all derivatives. Generally,
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I = R or [0, T ] for some fixed positive real T . The space of continuous functions
on I will be denoted by C(I). Often, if there is no ambiguity, Ck(R) will be simply
indicated by Ck . Given an a.e. bounded real function f , |f |∞ will denote the essential
supremum.

We recall some notions from [12]. For us, all filtrations F fulfill the usual con-
ditions. When no filtration is specified, we mean the canonical filtration of the un-
derlying process. Otherwise the canonical filtration associated with a process X is
denoted by FX. An F-Dirichlet process X is the sum of an F-local martingale MX

with an F-adapted zero quadratic variation process AX. We will fix by convention
that AX

0 = 0 so that the decomposition is unique. A sequence (Xn) of continuous
processes indexed by [0, T ] is said to converge u.c.p. to some process X whenever

sup
t∈[0,T ]

|Xn
t −Xt | converges to zero in probability. Finally the notion of covariation be-

tween two general càdlàg processes (whenever it exists) is denoted by [X, Y ] and we
set [X] = [X,X], see, e.g., [23]. If [X] exists, X is called a finite quadratic variation
process.

Remark 2.1. (1) An F-continuous semimartingale Y is always an F-Dirichlet pro-
cess. The AY process coincides with the continuous bounded variation compo-
nent. Moreover, the quadratic variation [Y ] is the usual quadratic variation for
semimartingales.

(2) Any F-Dirichlet process is a finite quadratic variation process and its quadratic
variation is given by [X] = [MX].

(3) If f ∈ C1(R) and X = MX + AX is an F-Dirichlet process, then Y = f (X) is
again an F-Dirichlet process and [Y ] = ∫ ·

0 f ′(X)2d[MX].

3 Non-Markovian SDE: the function case

3.1 General considerations
As in the case of Markovian SDEs, it is possible to formulate the notions of strong
existence, pathwise uniqueness, existence and uniqueness in law for path-dependent
SDEs of the type (1.1), see, e.g., Section A. Let us suppose for the moment that
σ, b′ : R → R are Borel functions. We will consider solutions X of{

dXt = σ(Xt )dWt + b′(Xt )dt + �(t,Xt )dt,

X0 = ξ,
(3.1)

for some initial condition ξ .
The previous equation will be denoted by E(σ, b′, �; ν) (where ν is the law of

ξ ), or simply by E(σ, b′, �) if we omit the initial condition. For simplicity, the initial
conditions will always be considered as deterministic. The functional � is nonantici-
pative in the sense of (1.3).

Definition 3.1. Let ν be the Dirac probability measure on R such that ν = δx0 ,
x0 ∈ R. A stochastic process X is called a solution of E(σ, b′, �; ν) with respect to
a probability P if there is a Brownian motion W on some filtered probability space,
such that X solves (3.1) and X0 = x0. We also say that the couple (X,P) solves
E(σ, b′, �) with initial condition distributed according to ν.
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Suppose � ≡ 0. A very well-known result in [26], Corollary 8.1.7, concerns the
equivalence between martingale problems and solution in law of SDEs. Suppose for
a moment that b′ is a continuous function. According to [16, chapter 5], a process X

and probability P solve the classical martingale problem, if and only if, X is a solution
of (1.1). The proof of that result can be easily adapted to the path-dependent case, i.e.
when � 
= 0. This provides the statement below.

Proposition 3.2. A couple (X,P) is a solution of E(σ, b′, �), if and only if, under P,

f (Xt ) − f (X0) −
∫ t

0
Lf (Xs)ds −

∫ t

0
f ′(Xs)�

(
s,Xs

)
ds (3.2)

is a local martingale, where Lf = 1
2σ 2f ′′ + b′f ′, for every f ∈ C2.

3.2 Comments about the distributional case

When b′ is a distribution, it is not obvious to introduce the notion of SDE, except in
the case when L is close to the divergence form, i.e. when Lf = (σ 2f ′)′ + βf ′ and
β is a Radon measure, see, e.g., Proposition 3.1 of [12]. For this reason, we replace
the notion of solution in law with the notion of martingale problem. Suppose for a
moment that L is a second order PDE operator with possibly generalized coefficients.
In general, as it is shown in [12], C2 is not included in the natural domain of operator
L and, similarly to [12], we will replace C2 with some set DL. Suppose that L :
DL ⊂ C1(R) → C(R). Nevertheless DL is not the domain of L in the sense of the
generator of a semigroup.

Definition 3.3. (1) We say that a continuous stochastic process X solves (with
respect to a probability P on some measurable space (�,F)) the martingale
problem related to

Lf := Lf + �f ′, (3.3)

with initial condition ν = δx0 , x0 ∈ R, with respect to a domain DL if

M
f
t := f (Xt ) − f (x0) −

∫ t

0
Lf (Xs)ds −

∫ t

0
f ′(Xs)�

(
s,Xs

)
ds (3.4)

is a P-local martingale for all f ∈ DL.

We will also say that the couple (X,P) is a solution of (or (X,P) solves) the
martingale problem with respect to DL.

(2) If a solution exists, we say that existence holds for the martingale problem
above.

(3) We say that uniqueness holds for the martingale problem above, if any two
solutions (on some measurable space (�,F)) (Xi,Pi ), i = 1, 2, have the same
law.

We remark that in the classical literature of martingale problems, see [26], a so-
lution is a probability on the path space C([0, T ]) and X is the canonical process. If
(X,P) is a solution according to our notations, a solution in the classical framework
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would be the probability law of X with respect to P. We preserve our notations in
conformity with [12, 13].

In the sequel, when the measurable space (�,F) is self-explanatory it will be
often omitted. As already observed in Proposition 3.2, the notion of martingale prob-
lem is (since the works of Stroock and Varadhan [26]) a concept related to solutions
of SDEs in law. In the case when b′ and σ are continuous functions (see [26]), DL

corresponds to the space C2(R), in agreement with Remark 4.6 below.
Below we introduce the analogous notion of strong existence and pathwise

uniqueness for our martingale problem.

Definition 3.4. (1) Let (�,F ,P) be a probability space and let F = (Ft ) be the
canonical filtration associated with a fixed Brownian motion W . Let x0 ∈ R be
a constant. We say that a continuous F-adapted real-valued process X such that
X0 = x0 is a solution to the strong martingale problem (related to (3.3)),
with respect to DL and W (with related filtered probability space), if

f (Xt ) − f (x0) −
∫ t

0
Lf (Xs)ds −

∫ t

0
f ′(Xs)�

(
s,Xs

)
ds

=
∫ t

0
f ′(Xs)σ (Xs)dWs (3.5)

for all f ∈ DL.

(2) We say that strong existence holds for the martingale problem related to (3.3)
with respect to DL, if for every x0 ∈ R, given a filtered probability space
(�,F ,P,F), where F = (Ft ) is the canonical filtration associated with a
Brownian motion W , there is a process X solving the strong martingale prob-
lem (related to (3.3)) with respect to DL and W with X0 = x0.

(3) We say that pathwise uniqueness holds for the martingale problem related
to (3.3) with respect to DL, if given (�,F ,P), a Brownian motion W on it,
two solutions Xi, i = 1, 2, to the strong martingale problem with respect to
DL and W , and P[X1

0 = X2
0] = 1, X1 and X2 are indistinguishable.

4 The case when the drift is the derivative of a continuous function

4.1 The Markovian case

In this section we recall some basic notations and results from [12] but in a way
that simplifies the presentation of our framework. We will also add some useful new
elements. Let σ and b be functions in C(R) with σ > 0. In [12], in view of defining
DL and L in the spirit of (1.7), the authors define the function

�(x) = 2 lim
n→∞

∫ x

0

b′
n

σ 2
n

(y)dy, ∀x ∈ R, (4.1)

where the limit is intended to be in C(R), i.e. uniformly on each compact. Here

σ 2
n := σ 2 ∗ �n, bn := b ∗ �n, (4.2)
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where �n(x) := n�(nx) and � ∈ S(R) (the Schwartz space), with
∫

�(x) dx = 1.
For concrete examples, one can take either σ 2 or b to be locally bounded variation
functions, see [12] for other examples and other details. Proposition 2.3, Lemma 2.6
and 2.9 of [12] allow us (equivalently) to define a subspace DL of C1(R) on which
the definition of Lf by (1.8) makes sense.

Notation 4.1. (1) DL is the subset of all f ∈ C1(R) for which there exists φ ∈ C1

such that f ′ = exp(−�)φ.

(2) If f ∈ DL, then we set

Lf = φ′ exp(−�)
σ 2

2
, (4.3)

where φ is the function given in item (1) above.

(3) We denote by h : R → R the function characterized by

h(0) = 0, h′ = e−�. (4.4)

In particular h is an L-harmonic function in the sense that Lh = 0, as we will
see in Proposition 4.3.

Remark 4.2. Equation (4.3) in Notation 4.1 corresponds to (1.8).

Proposition 4.3. (1) If f ∈ DL, then f 2 ∈ DL and Lf 2 = σ 2f ′ 2 + 2f Lf .

(2)
Lh = 0, Lh2 = σ 2h′ 2.

Proof. (1) We observe f 2 ∈ DL because (f 2)′ = 2ff ′ = (2f φ) exp(−�). From
Notation 4.1 (1) and the fact that φ2 := 2f φ ∈ C1, we conclude f 2 ∈ DL. By (4.3),

Lf 2 = φ′
2 exp(−�)

σ 2

2
= (f φ)′ exp(−�)σ 2

= f ′σ 2 exp(−�)φ + f φ′ exp(−�)σ 2 = f ′ 2σ 2 + 2f Lf.

(2) The proof follows by setting φ = 1, using item (1) above and Notation 4.1 (1).

We now formulate a standing assumption.

Assumption 4.4. • � given by (4.1) is a well-defined function.

• We assume the nonexplosion condition

∫ 0

−∞
e−�(x)dx =

∫ +∞

0
e−�(x)dx = ∞. (4.5)

Remark 4.5. (1) Under Assumption 4.4, the L-harmonic function h : R → R

defined in (4.4) is a C1-diffeomorphism. In particular, h is surjective.
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(2) It is easy to verify that Assumption 4.4 implies the nonexplosion condition
(3.16) in Proposition 3.13 in [12]. In [12], one could allow h not to be surjec-
tive.

Remark 4.6. When σ and b′ are continuous functions, then DL = C2. Indeed, in
this case, � ∈ C1 and then f ′ = exp(−�)φ ∈ C1. In particular, Lf corresponds to
the classical definition.

Remark 4.7. We assume that Assumption 4.4 is satisfied. Let g ∈ DL be a fixed
diffeomorphism of class C1 such that g′ > 0. We set

σ
g
0 := (

σg′) ◦ g−1, bg = (
(Lg) ◦ g−1) (4.6)

and consider

Lgv := 1

2

(
σ

g

0

)2
v′′ + bgv′, v ∈ DLg ,

where we define DLg according to Notation 4.1 replacing L with Lg .
By Remark 4.6, since Lg has continuous coefficients, DLg = C2.

Proposition 4.8. We assume that Assumption 4.4 is satisfied. Let g ∈ DL be a fixed
diffeomorphism of class C1 such that g′ > 0. Then, f ∈ DL if and only if f ◦ g−1

belongs to DLg and
Lf ◦ g−1 = Lg

(
f ◦ g−1).

Proof of Proposition 4.8. By Notation 4.1, there exists φg ∈ C1 such that

g′ = exp(−�)φg. (4.7)

Concerning the direct implication, if f ∈ DL, first we prove that f ◦ g−1 ∈ DLg .
Again by Notation 4.1 there exists φf ∈ C1 such that f ′ = exp(−�)φf . So, (f ◦
g−1)′ = f ′

g′ ◦ g−1 = φf

φg ◦ g−1 ∈ C1 because g−1 ∈ C1 and φg > 0; then, f ◦
g−1 ∈ C2. Note that, by Remark 4.7, DLg = C2 and hence f ◦g−1 ∈ DLg . Moreover,
according to Notation 4.1 (2),

(
φf

)′ = 2Lf

σ 2 exp(�),
(
φg

)′ = 2Lg

σ 2 exp(�).

A direct calculation gives

(
f ◦ g−1)′′ =

(
φf

φg
◦ g−1

)′
=

[
2Lf

g′ 2σ 2 − 2Lgf ′

σ 2g′ 3

]
◦ g−1.

Consequently,
(σ

g

0 )2

2

(
f ◦ g−1)′′ =

[
Lf − Lgf ′

g′

]
◦ g−1. (4.8)

By (4.8), Lf ◦ g−1 = (σ
g
0 )2

2 (f ◦ g−1)′′ + (Lg) ◦ g−1(f ◦ g−1)′ = Lg(f ◦ g−1).
Let us discuss the converse implication. Suppose that f ◦ g−1 belongs to

DLg = C2. Again, according to Notation 4.1 (1), we need to show that f ′ exp(�) ∈
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C1 which is equivalent to showing that (f ′ exp(�)) ◦ g−1 belongs to C1. If φg ∈ C1

is such that g′ = exp(−�)φg (see (4.7)) we have

(
f ′ exp(�)

) ◦ g−1 =
(

f ′ φg

g′

)
◦ g−1 = (

f ◦ g−1)′(
φg ◦ g−1),

which obviously belongs to C1. Therefore f ∈ DL.

By setting h = g in Proposition 4.8 we obtain the following corollary.

Corollary 4.9. Let h be the function defined by (4.4). Then, f ∈ DL if and only if
f ◦ h−1 ∈ C2. Moreover, by setting ϕ = f ◦ h−1 for f ∈ DL, we have

L(ϕ ◦ h) ◦ h−1 = Lh(ϕ) = 1

2
σ 2

0 ϕ′′,

where
σ0 := σh

0 = (
σh′) ◦ h−1. (4.9)

In [12], the authors also show that the existence and uniqueness of the solution
to the martingale problem are conditioned to a nonexplosion feature. The proposition
below is an easy consequence of Proposition 3.13 in [12], which concerns the well-
posedness of the martingale problem with respect to L in the case � = 0.

Proposition 4.10. Let ν = δx0 , x0 ∈ R and suppose that Assumption 4.4 holds true.
Then, the existence and uniqueness hold for the martingale problem related to L (i.e.
with � = 0) with respect to DL with initial condition ν.

Remark 4.11. By Proposition 3.2 of [12], if � = 0 and (X,P) is a solution of the
martingale problem given in Proposition 4.10, then there exists a P-Brownian motion
W such that (3.4) equals ∫ t

0

(
f ′σ

)
(Xs)dWs, t ∈ [0, T ].

4.2 The path-dependent framework

Let σ and b be functions in C(R) with σ > 0 and � as defined in (1.2). Let us assume
again Assumption 4.4 and let h be the function defined in (4.4). We recall that σ0 was
defined in (4.9).

The first result explains how to reduce our path-dependent martingale problem to
a path-dependent SDE.

Proposition 4.12. Let X be a stochastic process on a probability space (�,F ,P).

(1) (X,P) solves the martingale problem related to (3.3) with respect to DL if and
only if the process Y = h(X) is a solution (with respect to P) of

Yt = Y0 +
∫ t

0
σ0(Ys)dWs +

∫ t

0
h′(h−1(Ys)

)
�

(
s, h−1(Y s

))
ds (4.10)

for some P-Brownian motion W .
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(2) Let W be a Brownian motion on (�,F ,P). Then, X is a solution to the strong
martingale problem with respect to DL and W if and only if (4.10) holds.

Proof. (1) We start proving the direct implication. According to (3.4) and the nota-
tions introduced therein,

Mh
t = h(Xt ) − h(X0) −

∫ t

0
Lh(Xs)ds −

∫ t

0
h′(Xs)�

(
s,Xs

)
ds (4.11)

is a P-local martingale on some measurable space (�,F).
In particular, by Proposition 4.3, Y satisfies

Yt = Y0 +
∫ t

0
h′(h−1(Ys)

)
�

(
s, h−1(Y s

))
ds + Mh

t ,

where Mh is a local martingale and hence Y is a semimartingale. We need now to
evaluate [Mh]t = [Y ]t . We apply (3.4) to f = h2 and, again by Proposition 4.3, we
get

Y 2
t = Y 2

0 +
∫ t

0
σ 2

0 (Ys)ds + 2
∫ t

0
Ysh

′(h−1(Ys)
)
�

(
s, h−1(Y s

))
ds + Mh2

t , (4.12)

where Mh2
is a local martingale, and we recall that σ0 was defined in (4.6). By inte-

gration by parts,

[Y ]t = Y 2
t − Y 2

0 − 2
∫ t

0
YsdYs

= Y 2
t − Y 2

0 + Mt − 2
∫ t

0
Ysh

′(h−1(Ys)
)
�

(
s, h−1(Y s

))
ds,

where Mt = −2
∫ t

0 YsdMh
s . Therefore

Y 2
t = Y 2

0 − Mt + 2
∫ t

0
Ysh

′(h−1(Ys)
)
�

(
s, h−1(Y s

))
ds + [Y ]t . (4.13)

The semimartingale Y 2 admits the two decompositions (4.12) and (4.13). By unique-
ness, −M = Mh2

and
∫ t

0 σ 2
0 (Ys)ds = [Y ]t . By (4.11),

[
Mh

]
t
= [Y ]t =

∫ t

0
σ 2

0 (Ys)ds.

Setting

Wt :=
∫ t

0

dMh
s

σ0(Ys)
, t ≥ 0,

we have
[W ]t ≡ t.
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Therefore, by Lévy’s characterization of Brownian motion, W is a standard Brownian
motion. Since

Mh =
∫ ·

0
σ0(Ys)dWs,

(4.11) shows that Y solves (4.10).
Next, we prove the converse implication. Suppose that Y = h(X) satisfies (4.10)

for some P-Brownian motion W . We take f ∈ DL. By Corollary 4.9 we have ϕ ≡
f ◦ h−1 ∈ C2. Using Itô’s formula and again Corollary 4.9, we get

ϕ(Yt ) = ϕ(Y0) +
∫ t

0
ϕ′(Ys)dYs + 1

2

∫ t

0
ϕ′′(Ys)d[Y ]s

= ϕ(Y0) +
∫ t

0
ϕ′(Ys)σ0(Ys)dWs + 1

2

∫ t

0
ϕ′′(Ys)σ

2
0 (Ys)ds

= ϕ(Y0) +
∫ t

0
ϕ′(Ys)σ0(Ys)dWs + 1

2

∫ t

0
Lhϕ(Ys)σ

2
0 (Ys)ds

= f (X0) +
∫ t

0
Lf (Xs)ds +

∫ t

0
f ′(Xs)σ (Xs)dWs

+
∫ t

0
f ′(Xs)�

(
s,Xs

)
ds.

Therefore

f (Xt ) − f (X0) −
∫ t

0
Lf (Xs)ds −

∫ t

0
f ′(Xs)�

(
s,Xs

)
ds

=
∫ t

0
f ′(Xs)σ (Xs)dWs

is a local martingale, which concludes the proof.
(2) The converse implication follows in the same way as for item (1). The proof

of the direct implication follows directly by Itô’s formula.

Corollary 4.13. Let (X,P) be a solution of the martingale problem related to (3.3)
with respect to DL. Then X is a Dirichlet process (with respect to its canonical filtra-
tion) and [X]t = ∫ t

0 σ 2(Xs)ds, t ∈ [0, T ].

Proof. By Remark 4.5, h is a diffeomorphism. By Proposition 4.12, X = h−1(Y ),
where Y is obviously a semimartingale such that [Y ]t = ∫ t

0 σ 2
0 (Ys)ds, t ∈ [0, T ].

Consequently, by Remark 2.1, X is indeed a Dirichlet process and

[X]t =
∫ t

0

((
h−1)′)2

σ 2
0 (Ys)ds =

∫ t

0

σ 2
0

(h′ ◦ h−1)2 (Ys)ds

=
∫ t

0
σ 2(Xs)ds, t ∈ [0, T ].
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Remark 4.14. If X is a solution of the strong martingale problem with respect to
DL and some Brownian motion W , then X is a Dirichlet process with respect to the
canonical filtration of the Brownian motion.

An immediate consequence of Proposition 4.12 is the following corollary.

Corollary 4.15. Suppose that � = 0 and let (X,P) be a solution to the martingale
problem related to L with respect to DL. Then, Y = h(X) is an F-local martingale
where F is the canonical filtration of X with quadratic variation [Y ] = ∫ ·

0 σ 2
0 (Ys)ds.

4.3 Existence

We fix here the same conventions as in Section 4.2. In the sequel, we introduce the
map �̃ : � → R defined by

�̃(s, η) = �(s, η)

σ (η(s))
, (s, η) ∈ �. (4.14)

At this point, we introduce the following technical assumption, which is in par-
ticular verified if � is bounded and σ = 1.

Assumption 4.16. There is K > 0 such that

sup
s∈[0,T ]

∣∣�̃(
s, h−1 ◦ ηs

)∣∣ ≤ K
(

1 + sup
s∈[0,T ]

|η(s)|
)
, ∀η ∈ C

([0, T ]).
Remark 4.17. Let X be a stochastic process and set Y = h(X). If Assumption 4.16
is fulfilled, then

sup
s∈[0,T ]

∣∣�̃(
s,Xs

)∣∣ ≤ K
(

1 + sup
s∈[0,T ]

|Ys |
)
. (4.15)

In particular
∫ T

0 �̃2(s,Xs)ds < ∞ a.s.

Proposition 4.18 below is a well-known extension of Novikov’s criterion. It is an
easy consequence of Corollary 5.14 in [16, Chapter 3].

Proposition 4.18. Suppose Assumption 4.16 holds true. Let W be a Brownian motion
and let X be a continuous and adapted process for which there exists a subdivision
0 = t0 < t1 < · · · < tn = T such that

E

[
exp

(
1

2

∫ ti

ti−1

∣∣�̃(
s,Xs

)∣∣2
ds

)]
< ∞

for every i ∈ {1, . . . , n}. Then, the process

Nt = exp

(∫ t

0
�̃

(
s,Xs

)
dWs − 1

2

∫ t

0

∣∣�̃(
s,Xs

)∣∣2
ds

)

is a martingale.

Next, we need a slight adaptation of the Dambis–Dubins–Schwarz theorem to the
case of a finite interval. For the sake of completeness, we give the details here.
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Proposition 4.19. Let M be a local martingale vanishing at zero such that [M]t =∫ t

0 Asds, t ∈ [0, T ]. Then, on a possibly enlarged probability space, there exists a
copy of M (still denoted by the same letter M) with the same law and a Brownian
motion β such that

Mt = β∫ t
0 Asds

, t ∈ [0, T ].
Proof. Let us define

M̃t =
{

Mt, t ∈ [0, T ],
MT + Bt − BT , t > T ,

where B is a Brownian motion independent of M . If the initial probability space is
not rich enough, one considers an enlarged probability space containing a copy of M

(still denoted by the same letter) with the same law and the independent Brownian
motion B. Note that M̃ is a local martingale with quadratic variation given by

[M̃]t =
{ [M]t , t ∈ [0, T ],

t − T + [M]T , t > T .

Observe that lim
t→∞[M̃]t = ∞. By the classical Dambis–Dubins–Schwarz theorem

there exists a standard Brownian motion β such that a.s. M̃t = β∫ t
0 Asds

, t ≥ 0. In
particular,

Mt = β∫ t
0 Asds

, 0 ≤ t ≤ T .

The proposition below is an adaptation of a well-known argument for Markov
diffusions.

Proposition 4.20. Suppose that Assumption 4.16 holds and that σ0 is bounded. Let
(X,P) be a solution to the martingale problem related to (3.3) with respect to DL

with � = 0. Let MX be the local martingale component of X. We set

Wt :=
∫ t

0

1

σ(Xs)
dMX, t ∈ [0, T ].

Then

exp

(∫ t

0
�̃

(
s,Xs

)
dWs − 1

2

∫ t

0

∣∣�̃(
s,Xs

)∣∣2
ds

)
, t ∈ [0, T ], (4.16)

is a martingale.

Remark 4.21. Let (X,P) be a solution to the martingale problem related to (3.3)
with respect to DL with � = 0. We recall that, by Corollary 4.13, X is an F-Dirichlet
process (F being the canonical filtration) and [X] = [MX] = ∫ ·

0 σ 2(Xs)ds so that, by
Lévy’s characterization theorem, W is an F-Brownian motion.

Proof of Proposition 4.20. Let Y = h(X). By Proposition 4.12, we know that [Y ] =∫ ·
0 σ 2

0 (Ys)ds. Let us choose k ≥ |σ0|2∞T and a subdivision {t0 = 0, . . . , tn = T } of
[0, T ] in such way that

ci := 3

2
(ti − ti−1)K

2k <
1

2
(4.17)
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for i ∈ {1, . . . , n}. Here, K comes from Assumption 4.16. By (4.15), we know that∫ ti

ti−1

∣∣�̃(
s,Xs

)∣∣2
ds ≤ (ti − ti−1)K

2
(

1 + sup
s∈[0,T ]

|Ys |
)2

(4.18)

for every i ∈ {1, . . . , n}. We set Mt = Yt − Y0, t ∈ [0, T ], and we note that(
1 + sup

s∈[0,T ]
|Ys |

)2 ≤ 3 sup
s∈[0,T ]

|Ms |2 + 3
(
1 + Y 2

0

)
. (4.19)

We recall that Y0 is deterministic. By applying Proposition 4.18, taking into ac-
count (4.18) and (4.19), we get

E

(
exp

(
1

2

∫ ti

ti−1

�̃2(s,Xs
)
ds

))

≤ E

(
exp

(
3(ti − ti−1)K

2

2
sup

s∈[0,T ]
|Ms |2

))
exp

(
3

2
(ti − ti−1)K

2(1 + Y 2
0

))
.

(4.20)

Since M is a local martingale vanishing at zero, Proposition 4.19 states that there is
a copy (with the same distribution) of M (still denoted by the same letter) on another
probability space, and a Brownian motion β, such that previous expression gives

E

(
exp

(
3(ti − ti−1)K

2

2
sup

s∈[0,T ]
|β[M]s |2

))
exp

(
3

2
(ti − ti−1)K

2(1 + Y 2
0

))

≤ E

(
exp

(
3(ti − ti−1)K

2

2
sup

τ∈[0,k]
|βτ |2

))
exp

(
3

2
(ti − ti−1)K

2(1 + Y 2
0

))
,

(4.21)

the latter inequality being valid because [M]t = ∫ t

0 σ 2
0 (Ys)ds. By (4.17) we get

E

[
exp

(
1

2

∫ ti

ti−1

�̃2(s,Xs
)
ds

)]
≤ E

[
exp

(
ci

k
sup

τ∈[0,k]
|Bτ |2

)
)

]
exp

(
ci

k

(
1 + Y 2

0

))

≤ E

[
sup

τ∈[0,k]
exp

(
ci

k
|Bτ |2

)]
exp

(
ci

k

(
1 + Y 2

0

))
(4.22)

for every i ∈ {1, . . . , n}. By Remark 4.22 below, for each i ∈ {1, . . . , n}, we have

E

[
exp

(
ci

k
|Bτ |2

)]
≤ E

[
exp

(
ciG

2)] < ∞,

where G is a standard Gaussian random variable. Since x �→ exp(
ci

2k
x) is increas-

ing and convex, and (|Bτ |2)τ≥0 is a nonnegative square integrable submartingale,
(exp(

ci

2k
|Bτ |2) is also a nonnegative submartingale. Consequently, by Doob’s inequal-

ity (with p = 2) the expectation on the right-hand side of (4.22) is finite. Finally by
Proposition 4.18, (4.16) is a martingale.
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Remark 4.22. Let G be a standard Gaussian random variable. If c < 1
2 then

E
[
exp

(
cG2)] < ∞.

Proposition 4.20 opens the way to the following existence result for the path-
dependent martingale problem.

Theorem 4.23. Suppose that Assumption 4.4 holds and that one of the two conditions
below are fulfilled.

(1) �̃ is bounded.

(2) �̃ fulfills Assumption 4.16 and σ0 is bounded.

Then existence holds for the martingale problem related to (3.3) with respect to DL.

Proof. By Proposition 4.10, there is a solution (X,P) to the above-mentioned mar-
tingale problem with � = 0. By Remark 4.11, there is a Brownian motion W such
that

f (Xt ) − f (X0) −
∫ t

0
Lf (Xs)ds =

∫ t

0

(
f ′σ

)
(Xs)dWs (4.23)

for every f ∈ DL. We define the process

Vt := exp

(∫ t

0
�̃

(
s,Xs

)
dWs − 1

2

∫ t

0
�̃2(s,Xs

)
ds

)
.

Under item (1), V is a martingale by Novikov’s condition. Under item (2), Proposi-
tion 4.20 says that V is a martingale. We define

W̃t := Wt −
∫ t

0
�̃

(
s,Xs

)
ds. (4.24)

By Girsanov’s theorem, (4.24) is a Brownian motion under the probability Q such
that

dQ := exp

(∫ T

0
�̃

(
s,Xs

)
dWs − 1

2

∫ T

0
�̃2(s,Xs

)
ds

)
dP.

Applying (4.24) to (4.23), we obtain

f (Xt ) − f (X0) −
∫ t

0
Lf (Xs)ds −

∫ t

0
f ′(Xs)�

(
s,Xs

)
ds =

∫ t

0

(
f ′σ

)
(Xs)dW̃s

for every f ∈ DL. Since
∫ t

0 (f ′σ)(Xs)dW̃s is a local martingale under Q, (X,Q) is
proved to be a solution to the martingale problem in the statement.

4.4 Uniqueness

We use here again the notation �̃ introduced in (4.14).

Proposition 4.24. Suppose that Assumption 4.4 is satisfied. Then uniqueness holds
for the martingale problem related to (3.3) with respect to DL.
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Proof. Let (Xi,Pi ), i = 1, 2, be two solutions of the martingale problem related
to (3.3) with respect to DL. Let us fix i = 1, 2. By Corollary 4.13, Xi is an FXi

-
Dirichlet process with respect to Pi , such that [Xi] ≡ ∫ ·

0 σ(Xi
s)

2ds. Let Mi be the
martingale component of Xi . Since [Mi] ≡ ∫ ·

0 σ(Xi
s)

2ds, by Lévy’s characterization
theorem, the process

Wi
t =

∫ t

0

dMi
s

σ (Xi
s)

, t ∈ [0, T ], (4.25)

is an FXi
-Brownian motion. In particular, Wi is a Borel functional of Xi .

By means of localization (similarly to Proposition 5.3.10 in [16]), without loss of
generality we can suppose �̃ to be bounded. We define the process (whose random
variables are also Borel functionals of Xi)

V i
t = exp

(
−

∫ t

0
�̃

(
s,Xi,s

)
dWi

s − 1

2

∫ t

0

(
�̃

(
s,Xi,s

))2
ds

)
,

which, by Novikov’s condition, is a Pi-martingale. This allows us to define the prob-
ability Qi such that dQi = V i

T dPi .
By Girsanov’s theorem, under Qi , Bi

t := Wi
t + ∫ t

0 �̃(s,Xi,s)ds is a Brownian
motion. Therefore, (Xi,Qi ) solves the martingale problem related to L (� = 0)
with respect to DL. By uniqueness of the martingale problem with respect to DL and
� = 0 (see Proposition 4.10), Xi (under Qi), i = 1, 2, have the same law. Hence, for
every Borel set B ∈ B(C[0, T ]), we have

P1{X1 ∈ B
}=

∫
�

1

V 1
T (X1)

1{X1∈B}dQ1 =
∫

�

1

V 2
T (X2)

1{X2∈B}dQ2 = P2{X2 ∈ B
}
.

Therefore, X1 under P1 has the same law as X2 under P2. Finally, uniqueness holds
for the martingale problem related to (3.3) with respect to DL.

4.5 Results on pathwise uniqueness
Before exploring conditions for strong existence and uniqueness for the martingale
problem, we state and prove Proposition 4.27, which constitutes a crucial preliminary
step.

Let �̄ : � → R be a generic Borel functional. Related to it, we formulate the
following technical assumption.

Assumption 4.25. (1) There exists a function l : R+ → R+ such that∫ ε

0 l−2(u)du = ∞ for all ε > 0 and

|σ0(x) − σ0(y)| ≤ l(|x − y|).
(2) σ0 has at most linear growth.

(3) There exists K > 0 such that

∣∣�̄(
s, η1) − �̄

(
s, η2)∣∣ ≤ K

(
|η1(s) − η2(s)| +

∫ s

0
|η1(r) − η2(r)|dr

)

for all (s, η1), (s, η2) ∈ �.
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(4) �̄∞ := sup
s∈[0,T ]

|�̄(s, 0)| < ∞.

Remark 4.26. One typical example of nonanticipative functional which satisfies (3)
is given by

�̄(s, η) = �

(
s, η(s),

∫ s

0
η(r)dr

)
,

where � : [0, T ] × R × R → R is a Lipschitz real function in the second and third
variables.

Proposition 4.27. Suppose that Assumption 4.25 is satisfied and fix y0 ∈ R. Then,
pathwise uniqueness holds for the SDE with dynamics

Yt = y0 +
∫ t

0
σ0(Ys)dWs +

∫ t

0
�̄

(
s, Y s

)
ds, (4.26)

i.e. E(σ0, 0, �̄).

The proof of the Proposition 4.27 generalizes the techniques of the Yamada–
Watanabe pathwise uniqueness theorem for Markovian SDEs (see, e.g., Theorem
5.2.19 in [16]). Before proceeding with that proof, we state a lemma which is an
easy consequence of Problem 5.3.15 in [16].

Lemma 4.28. Suppose the assumptions in Proposition 4.27 are in force. Let Y be a
solution of (4.26) and let m ≥ 2 be an integer. Then, there exists a constant C > 0,
depending on the linear growth constant of σ0, Y0, T , m, and the quantities (K, �̄∞)

given in Assumptions 4.25 (3)–(4), such that

E

(
sup
t≤T

|Yt |m
)

≤ C.

Proof of Proposition 4.27. Let Y 1, Y 2 be two solutions on the same probability
space with respect to the same Brownian motion W of (4.26) such that Y 1

0 = Y 2
0 = y0.

In the sequel, we set �t = Y 1
t − Y 2

t , t ∈ [0, T ]. By Lemma 4.28, we have

E

(
sup

t∈[0,T ]
|Y i

t |2
)

< ∞ (4.27)

for i = 1, 2. By the assumption on σ0, this obviously gives

E

(∫ T

0

∣∣σ0
(
Y i

t

)∣∣2
dt

)
< ∞ (4.28)

for i = 1, 2. We observe

�t =
∫ t

0

(
�̄

(
s, Y 1,s

) − �̄
(
s, Y 2,s

))
ds +

∫ t

0

(
σ0

(
Y 1

s

) − σ0
(
Y 2

s

))
dWs, t ∈ [0, T ].

(4.29)
We recall from the proof of Proposition 2.13 in [16, Chapter 5], the existence of the
functions

�n(x) =
∫ |x|

0

∫ y

0
ρn(u)dudy,
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such that for every x ∈ R

0 ≤ ρn(x) ≤ 2

nl2(x)
, |� ′

n(x)| ≤ 1, |�n(x)| ≤ |x|, lim
n→∞ �n(x) = |x|.

(4.30)
By applying Itô’s formula and using (4.29), we get

�n(�t) =
∫ t

0
� ′

n(�s)
[
�̄

(
s, Y 1,s

) − �̄
(
s, Y 2,s

)]
ds

+ 1

2

∫ t

0
� ′′

n(�s)
[
σ0

(
Y 1

s

) − σ0
(
Y 2

s

)]2
ds

+
∫ t

0
� ′

n(�s)
[
σ0

(
Y 1

s

) − σ0
(
Y 2

s

)]
dWs.

By using Assumption 4.25 and (4.30), we get

�n(�t) ≤
∫ t

0
K

(
|Y 1

s − Y 2
s | +

∫ s

0
|Y 1

r − Y 2
r |dr

)
ds + t

n
+ Mt, (4.31)

where Mt = ∫ t

0 � ′
n(�s)[σ0(Y

1
s ) − σ0(Y

2
s )]dWs is a local martingale. Since � ′

n is
bounded, the estimate (4.28) ensures that M is a (even square integrable) martingale.

We take the expectation, and applying Fubini’s theorem in (4.31), obtain

E�n(�t) ≤ K

∫ t

0
E|Y 1

s − Y 2
s |ds + KT

∫ t

0
E|Y 1

s − Y 2
s |ds + t

n
, (4.32)

since EMt = 0. Passing to the limit when n → ∞, by Lebesgue’s dominated conver-
gence theorem, we get

E|�t | ≤ (K + T K)

∫ t

0
E|�s |ds. (4.33)

By Gronwall’s inequality, we obtain E|�t | = 0. By the continuity of the sample paths
of Y 1, Y 2 we conclude that Y 1, Y 2 are indistinguishable.

We come back to the framework of the beginning of Section 4.1. We assume again
the validity of Assumption 4.4. We recall the definition of the harmonic function h

defined by h(0) = 0, h′(x) = e−� , see (4.4). We recall the notation σ0 = (σh′)◦h−1.
We define

�̄(s, η) := h′(h−1(η(s)
))

�
(
s, h−1(ηs

))
, s ∈ [0, T ], η ∈ C

([0, T ]). (4.34)

Corollary 4.29. Suppose that Assumptions 4.4 and 4.25 (related to �̄ introduced
in (4.34)) are fulfilled. Then uniqueness holds for the martingale problem related
to (3.3) with respect to DL.

Proof. It follows by using Assumptions 4.4 and 4.25 on �̄ and applying Proposi-
tion 4.27 and Proposition 4.12.
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Theorem 4.30. Suppose that Assumptions 4.4 and 4.25 (related to �̄ introduced
in (4.34)) and one of two hypotheses below are in force:

(1) �̃ defined in (4.14) is bounded,

(2) σ0 is bounded and uniformly elliptic.

Then strong existence and pathwise uniqueness hold for the SDE with dynamics
(4.10).

Proof. By Proposition 4.27, pathwise uniqueness holds. Indeed, taking into account
the expression of (4.34), equation (4.10) is a particular case of (4.26).

In order to prove existence, we will apply Theorem 4.23. For this purpose, we
need to verify that either Hypothesis (1) or (2) of that theorem hold. Hypothesis (1)
in the above statement coincides with Hypothesis (1) in Theorem 4.23. Assume the
validity of (2) in the above statement, and we check that Assumption 4.16 holds true.
By (4.14) and the definition of �̄ in (4.34), we obtain

σ0
(
η(s)

)
�̃

(
s,

(
h−1 ◦ η

)) = �̄(s, η). (4.35)

The fact that 1
σ0

is bounded jointly with (3) in Assumption 4.25 yields the existence
of a constant K1 > 0 such that

∣∣�̃(
s,

(
h−1 ◦ η

))∣∣ ≤ K1

(
|η(s)| +

∫ s

0
|η(r)|dr

)
+ |�̄(s, 0)|.

By (4) in Assumption 4.25 and the simple estimate∫ s

0
|γ (r)|dr ≤ s sup

r∈[0,s]
|γ (r)|,

we can conclude that Assumption 4.16 holds.
By Theorem 4.23, existence holds for the martingale problem related to (3.3)

with respect to DL, and by Proposition 4.12 (1), we have that (4.10) has a solution.
At this point, we can apply the Yamada–Watanabe theorem to guarantee that the
solution is actually strong. We remark that the Yamada–Watanabe theorem (in the
path-dependent case) proof is the same as the one in the Markovian case, which is for
instance stated in Proposition 3.20 [16, Chapter 5].

As a consequence of Proposition 4.12 and Theorem 4.30, we obtain the following
result.

Corollary 4.31. Under the same assumptions as in Theorem 4.30, strong existence
and pathwise uniqueness hold for the martingale problem related to (3.3) with respect
to DL.

A Different notions of solutions when b′ is a function

Let us suppose below that σ, b′ : R → R are locally bounded Borel functions and
� is as given in (1.2). As already mentioned, for simplicity we will only consider
deterministic initial conditions x0.
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Definition A.1. Let (�,F ,P) be a probability space, (Wt)t≥0 be a Brownian motion
and x0 ∈ R. A solution X of E(σ, b′, �; x0) (depending on the probability space
(�,F ,P) and the Brownian motion W ) is an FW -progressively measurable process
fulfilling (3.1), with ξ = x0 a.s.

Definition A.2 (Strong existence). We say that strong existence holds for equa-
tion E(σ, b′, �) if for any probability space (�,F ,P) carrying a Brownian mo-
tion (Wt )t≥0 and x0 ∈ R, there exists a process (Xt )t≥0 which is a solution to
E(σ, b′, �; x0).

Definition A.3 (Pathwise uniqueness). We say that pathwise uniqueness holds for
equation E(σ, b′, �) if the following property is fulfilled for every x0 ∈ R. Let
(�,F ,P) be a probability space carrying a Brownian motion (Wt)t≥0. If two pro-
cesses X, X̃ are two solutions to E(σ, b′, �; x0), then X and X̃ are indistinguishable.

Definition A.4 (Existence in law). Let x0 ∈ R. We say that existence in law holds for
E(σ, b′, �; x0) if there exists a probability space (�,F ,P) carrying a Brownian mo-
tion (Wt )t≥0 and a process (Xt )t≥0 such that (X,P) is a solution of E(σ, b′, �; x0),
see Definition A.1.

We say that existence in law holds for E(σ, b′, �) if existence in law holds for
E(σ, b′, �; x0), for every x0 ∈ R.

Definition A.5 (Uniqueness in law). Let x0 ∈ R. We say that uniqueness in law
holds for E(σ, b′, �; x0) if we have the following. Suppose we have a probability
space (�,F ,P) (respectively (�̃, F̃ , P̃)) carrying a Brownian motion (Wt)t≥0 (re-
spectively (W̃t )t≥0). We suppose that a process (Xt )t≥0 (resp. a process (X̃t )t≥0) is
a solution of E(σ, b′, �; x0), such that both X0 = x0,P a.s. and X̃0 = x0, P̃ a.s.
Uniqueness in law means that X and X̃ must have the same law as random elements
taking values in C([0, T ]) or C(R+).

We say that uniqueness in law holds for E(σ, b′, �) if uniqueness in law holds
for E(σ, b′, �; x0) for every x0 ∈ R.

Acknowledgement

The authors are very grateful to both referees for their very careful reading of the
first submitted version and for their relevant comments which allowed to drastically
improve the paper.

Funding

The research related to this paper was financially supported by the Regional Program
MATH-AmSud 2018 grant 88887.197425/2018-00. A.O. acknowledges the financial
support of CNPq Bolsa de Produtividade de Pesquisa grant 303443/2018-9.

References

[1] Bass, R.F., Chen, Z.-Q.: Stochastic differential equations for Dirichlet processes. Probab.
Theory Relat. Fields 121(3), 422–446 (2001). MR1867429. https://doi.org/10.1007/
s004400100151

http://www.ams.org/mathscinet-getitem?mr=1867429
https://doi.org/10.1007/s004400100151
https://doi.org/10.1007/s004400100151


86 A. Ohashi et al.

[2] Bass, R.F., Chen, Z.-Q.: Brownian motion with singular drift. Ann. Probab. 31(2), 791–
817 (2003). MR1964949. https://doi.org/10.1214/aop/1048516536

[3] Blei, S., Engelbert, H.J.: One-dimensional stochastic differential equations with general-
ized and singular drift. Stoch. Process. Appl. 123(12), 4337–4372 (2013). MR3096356.
https://doi.org/10.1016/j.spa.2013.06.014

[4] Brox, Th.: A one-dimensional diffusion process in a Wiener medium. Ann. Probab. 14(4),
1206–1218 (1986). MR0866343

[5] Cannizzaro, G., Chouk, K.: Multidimensional SDEs with singular drift and universal con-
struction of the polymer measure with white noise potential. Ann. Probab. 46(3), 1710–
1763 (2018). 05. MR3785598. https://doi.org/10.1214/17-AOP1213

[6] Castrequini, R.A., Russo, F.: Path dependent equations driven by Hölder processes. Stoch.
Anal. Appl. 37(3), 480–498 (2019). MR3946622. https://doi.org/10.1080/07362994.
2019.1585263

[7] Delarue, F., Diel, R.: Rough paths and 1d SDE with a time dependent distributional drift:
application to polymers. Probab. Theory Relat. Fields 165, 1–63 (2016). MR3500267.
https://doi.org/10.1007/s00440-015-0626-8

[8] Dereudre, D., Roelly, S.: Path-dependent infinite-dimensional SDE with non-regular
drift: An existence result. Ann. Inst. Henri Poincaré Probab. Stat. 53(2), 641–657 (2017).
MR3634268. https://doi.org/10.1214/15-AIHP728

[9] Engelbert, H.-J., Schmidt, W.: On one-dimensional stochastic differential equations
with generalized drift. In: Stochastic differential systems, Marseille-Luminy, 1984. Lec-
ture Notes in Control and Inform. Sci., vol. 69, pp. 143–155. Springer, Berlin (1985).
MR0798317. https://doi.org/10.1007/BFb0005069

[10] Engelbert, H.-J., Wolf, J.: Strong Markov local Dirichlet processes and stochastic
differential equations. Teor. Veroâtn. Primen. 43(2), 331–348 (1998). MR1679006.
https://doi.org/10.4213/tvp1468

[11] Flandoli, F., Issoglio, E., Russo, F.: Multidimensional SDEs with distributional coeffi-
cients. Trans. Am. Math. Soc. 369, 1665–1688 (2017). MR3581216. https://doi.org/10.
1090/tran/6729

[12] Flandoli, F., Russo, F., Wolf, J.: Some SDEs with distributional drift. I. General calculus.
Osaka J. Math. 40(2), 493–542 (2003). MR1988703

[13] Flandoli, F., Russo, F., Wolf, J.: Some SDEs with distributional drift. II. Lyons-Zheng
structure, Itô’s formula and semimartingale characterization. Random Oper. Stoch. Equ.
12(2), 145–184 (2004). MR2065168. https://doi.org/10.1163/156939704323074700

[14] Frikha, N., Li, L.: Weak uniqueness and density estimates for SDEs with coefficients
depending on some path-functionals. ArXiv preprint (2019). 1707.01295. MR4076774.
https://doi.org/10.1214/19-AIHP992

[15] Hu, Y., Shi, Z., Yor, M.: Rates of convergences of diffusions with driftted Brow-
nian potentials. Transl. Am. Math. Soc. 351(10), 3915–3934 (1999). MR1637078.
https://doi.org/10.1090/S0002-9947-99-02421-6

[16] Karatzas, I., Shreve, S.E.: Brownian motion and stochastic calculus, 2nd edn. Grad-
uate Texts in Mathematics, vol. 113. Springer, New York (1991). MR1121940.
https://doi.org/10.1007/978-1-4612-0949-2

[17] Mohammed, S-E.A.: Stochastic functional differential equations, vol. 99. Pitman Ad-
vanced Publishing Program (1984). MR0754561

[18] Ohashi, A., Russo, F., Teixeira, A.: SDEs for Bessel processes in low dimension and
path-dependent extensions (2020). Preprint.

http://www.ams.org/mathscinet-getitem?mr=1964949
https://doi.org/10.1214/aop/1048516536
http://www.ams.org/mathscinet-getitem?mr=3096356
https://doi.org/10.1016/j.spa.2013.06.014
http://www.ams.org/mathscinet-getitem?mr=0866343
http://www.ams.org/mathscinet-getitem?mr=3785598
https://doi.org/10.1214/17-AOP1213
http://www.ams.org/mathscinet-getitem?mr=3946622
https://doi.org/10.1080/07362994.2019.1585263
https://doi.org/10.1080/07362994.2019.1585263
http://www.ams.org/mathscinet-getitem?mr=3500267
https://doi.org/10.1007/s00440-015-0626-8
http://www.ams.org/mathscinet-getitem?mr=3634268
https://doi.org/10.1214/15-AIHP728
http://www.ams.org/mathscinet-getitem?mr=0798317
https://doi.org/10.1007/BFb0005069
http://www.ams.org/mathscinet-getitem?mr=1679006
https://doi.org/10.4213/tvp1468
http://www.ams.org/mathscinet-getitem?mr=3581216
https://doi.org/10.1090/tran/6729
https://doi.org/10.1090/tran/6729
http://www.ams.org/mathscinet-getitem?mr=1988703
http://www.ams.org/mathscinet-getitem?mr=2065168
https://doi.org/10.1163/156939704323074700
http://arxiv.org/abs/1707.01295
http://www.ams.org/mathscinet-getitem?mr=4076774
https://doi.org/10.1214/19-AIHP992
http://www.ams.org/mathscinet-getitem?mr=1637078
https://doi.org/10.1090/S0002-9947-99-02421-6
http://www.ams.org/mathscinet-getitem?mr=1121940
https://doi.org/10.1007/978-1-4612-0949-2
http://www.ams.org/mathscinet-getitem?mr=0754561


On path-dependent SDEs involving distributional drifts 87

[19] Portenko, N.I.: Generalized diffusion processes. Translations of Mathematical Mono-
graphs, vol. 83. American Mathematical Society, Providence, RI (1990). Translated from
the Russian by H. H. McFaden. MR1104660. https://doi.org/10.1090/mmono/083

[20] Rogers, L.C.G., Williams, D.: Diffusions, Markov processes, and Martin-
gales. Cambridge University Press (2000). MR1780932. https://doi.org/10.1017/
CBO9781107590120

[21] Russo, F., Trutnau, G.: About a construction and some analysis of time inhomoge-
neous diffusions on monotonely moving domains. J. Funct. Anal. 221(1), 37–82 (2005).
MR2124897. https://doi.org/10.1016/j.jfa.2004.08.007

[22] Russo, F., Trutnau, G.: Some parabolic PDEs whose drift is an irregular random noise
in space. Ann. Probab. 35(6), 2213–2262 (2007). MR2353387. https://doi.org/10.1214/
009117906000001178

[23] Russo, F., Vallois, P.: The generalized covariation process and Itô formula. Stoch. Pro-
cess. Appl. 59(1), 81–104 (1995). MR1350257. https://doi.org/10.1016/0304-4149(95)
93237-A

[24] Scheutzow, M.: Stochastic delay equations. Lecture Notes, CIMPA School (2018)

[25] Seignourel, P.: Discrete schemes for processes in random media. Probab. Theory Relat.
Fields 118(3), 293–322 (2000). MR1800534. https://doi.org/10.1007/PL00008743

[26] Stroock, D.W., Varadhan, S.R.S.: Multidimensional diffusion processes. Classics in
Mathematics. Springer, Berlin (2006). Reprint of the 1997 edition. MR2190038

[27] Zvonkin, A.K.: A transformation of the phase space of a diffusion process that will re-
move the drift. Mat. Sb. 93(135), 129–149 (1974). 152. MR0336813

http://www.ams.org/mathscinet-getitem?mr=1104660
https://doi.org/10.1090/mmono/083
http://www.ams.org/mathscinet-getitem?mr=1780932
https://doi.org/10.1017/CBO9781107590120
https://doi.org/10.1017/CBO9781107590120
http://www.ams.org/mathscinet-getitem?mr=2124897
https://doi.org/10.1016/j.jfa.2004.08.007
http://www.ams.org/mathscinet-getitem?mr=2353387
https://doi.org/10.1214/009117906000001178
https://doi.org/10.1214/009117906000001178
http://www.ams.org/mathscinet-getitem?mr=1350257
https://doi.org/10.1016/0304-4149(95)93237-A
https://doi.org/10.1016/0304-4149(95)93237-A
http://www.ams.org/mathscinet-getitem?mr=1800534
https://doi.org/10.1007/PL00008743
http://www.ams.org/mathscinet-getitem?mr=2190038
http://www.ams.org/mathscinet-getitem?mr=0336813

	Introduction
	Notations and preliminaries
	General notations

	Non-Markovian SDE: the function case
	General considerations
	Comments about the distributional case

	The case when the drift is the derivative of a continuous function
	The Markovian case
	The path-dependent framework
	Existence
	Uniqueness
	Results on pathwise uniqueness

	Different notions of solutions when b' is a function

