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Abstract A solution is given to generalized backward stochastic differential equations driven
by a real-valued RCLL martingale on an arbitrary filtered probability space. The existence and
uniqueness of a solution are proved via the Yosida approximation method when the genera-
tors are only stochastic monotone with respect to the y-variable and stochastic Lipschitz with
respect to the z-variable, with different linear growth conditions.
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Introduction

Backward stochastic differential equations (BSDEs, for short) were initially inves-
tigated as adjoint processes under the maximum stochastic control principle by Bis-
mut [3]. Pardoux and Peng [13] obtained the first result dealing with nonlinear BSDEs.
They showed the existence and uniqueness of the solution in a Brownian setting un-
der specific conditions, most notably the Lipschitz continuity of the generator via
the martingale representation theorem. The case of nonlinear discontinuous BSDEs
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has been carried out by Tang and Li [18] and Situ [17] in a more general filtration
generated by a Brownian motion and an independent Poisson random measure.

In other context, Pardoux and Zhang [15] provided a probabilistic representation
for a solution of a system of parabolic and elliptic semilinear partial differential equa-
tions (PDEs, for short) with the Neumann boundary condition using a new class of
BSDEs which involves the integral with respect to a continuous increasing process in-
terpreted as the local time of a diffusion process on the boundary. This kind of BSDEs
is called generalized BSDEs (GBSDEs, for short). A solution of this equation, asso-
ciated with a terminal value ξ and generators or drivers f (ω, t, y, z) and g(ω, t, y),
is a couple of stochastic processes (Yt , Zt )t≤T such that

Yt = ξ +
∫ T

t

f (s, Ys, Zs)ds +
∫ T

t

g(s, Ys)dAs −
∫ T

t

ZsdBs, 0 ≤ t ≤ T , (1)

where (Bt )t≤T is a standard Brownian motion and the process (Yt , Zt )t≤T is adapted
to the natural filtration of (Bt )t≤T .

Following this work, Pardoux [12] has considered the case of GBSDEs with
jumps where the discontinuity stems from the Poisson random measure. The same
problem has been treated by El Otmani [6] in the case of GBSDEs driven by the Lévy
process, where the author provides the link between those equations and a class of
PDEs with the Neumann boundary condition.

In this paper, we are interested in exploring, on a complete probability space
(�,F ,P), equipped with a complete, quasi-left continuous, right continuous filtra-
tion (Ft )t≤T , a generalized backward stochastic differential equation of the form

Yt = ξ +
∫ T

t

f (s, Ys, Zs)d〈M〉s +
∫ T

t

g(s, Ys)dAs −
∫ T

t

ZsdMs −
∫ T

t

dNs,

(2)

driven by the square integrable martingale (Mt)t≤T , where 〈M〉 denotes the pre-
dictable projection of the quadratic variation [M], T is a fixed time horizon and
FT = F .

As opposed to (1), the solution is now a triplet (Yt , Zt , Nt )t≤T , where (Zt )t≤T is
predictable and (Nt )t≤T is a square integrable martingale orthogonal to M , fulfilling
a few integrability requirements that we will specify more explicitly in the following
section. We do not impose any constraints on the filtration (Ft )t≤T other than the
usual conditions and the quasi-left continuity.

In comparison to existing literature, our work reexamines and generalizes papers
by Barles et al. [1], Bender and Kohlmann [2], El Karoui and Huang [5], Carbone
et al. [4], Nie and Rutkowski [10] for classical BSDEs, the book by [14] and the
aforementioned works [6, 12, 15, 17, 18] since: on the one hand, we allow for a
more general filtration instead of dealing with the one generated by a Brownian mo-
tion or a Poisson random measure; on the other hand, the generators f and g are
stochastic monotone with respect to the y-variable, and the coefficient f is stochas-
tic Lipschitz in the z-variable – this includes all Lipschitz and monotonic constraints
placed on drivers that have been published previously. Moreover, under some suit-
able integrability assumptions on the terminal value ξ and linear growth condition on



Generalized BSDEs driven by RCLL martingales with stochastic monotone coefficients 111

f (t, y, 0) and g(t, y), we provide existence and uniqueness results in an appropriate
L

2 space using Yosida’s approximation method. We note that Yosida’s approxima-
tion technique has been employed by several authors in this context. Notably, Hu
[7] proved the existence and uniqueness results for a class of equations known as
forward-backward stochastic differential equations, defined over an arbitrarily pre-
scribed time duration, under specific monotonicity conditions on the coefficients (for
other related works on FBSDEs, readers can refer to [8]).

The main difficulties of our problem lies in the fact that, firstly, the GBSDE (2)
is considered on an arbitrary filtered probability space, which allows for a more gen-
eral semimartingale setting, and secondly, the drivers of our GBSDE satisfy weaker
assumptions than the ones considered in the literature. To the best of our knowledge,
there is no existence and uniqueness result for GBSDEs driven by a right continuous
with left limits (RCLL, for short) martingale in a general arbitrary probability space
with stochastic monotone coefficients. Finally, note that our proofs can be easily ex-
tended to the multidimensional case.

The article is structured as follows. The notations, assumptions, definitions and
other properties are covered in Section 1. Section 2 is devoted to giving a priori esti-
mates of the solutions of the GBSDE (2) under stochastic monotonicity of the drivers
f and g in the y-variable and the stochastic Lipschitz condition of f with respect to z,
which specifically produces the solution’s uniqueness. Finally, in Section 3 we estab-
lish the article’s main result. Namely, we prove the existence of the solution using the
Yosida approximation method by dividing the proof into several steps in which we
deal first with a generator f independent of z, then approximate the resulting equa-
tion using a family of GBSDE with a deterministic Lipschitz constant; using this, the
general results may be obtained via a fixed point argument in an appropriate Banach
space.

1 Setting of the problem and assumptions

Let T > 0 be a fixed time and (�,F ,F,P) be a complete filtered probability space
where the filtration F := (Ft )t∈[0,T ] is quasi-left continuous and satisfies the usual
conditions of right continuity and completeness. The initial σ -field F0 is assumed to
be trivial and FT = F . The equality X = Y between any two processes (Xt )t and
(Yt )t must be understood in the indistinguishably sens i.e. P(ω : Xt(ω) = Yt (ω),∀t ∈
[0, T ]) = 1. For a given RCLL process (Yt )t , Yt− = lims↗t Ys is the left limits
of Y at t , we set Y0− = Y0 by convention. Y− = (Yt−)t the left limited process,
�Yt = Yt − Yt− the jump of Y at time t and E

Ft [Y ] := E[Y | Ft ]. Next, for
given two locally square integrable F-martingales M and N , we denote by 〈M,N〉
the predictable F-dual projection of the quadratic co-variation process [M,N ], by Mc

the continuous part of M . Finally, the integral
∫ t

s
YudXu is interpreted as

∫
]s,t] YudXu

where ]s, t] = {u ∈ [0, T ] : s < u ≤ t}.
We assume given an R-valued, square-integrable F-martingale M := (M)t≤T on

(�,F ,F,P). Since the filtration F is right-continuous, there exists a modification of
M with RCLL paths, hence, we may assume throughout this paper that M is an RCLL
process.
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Now, we present the conditions imposed on the data of the generalized BSDE (2)
that enable us to prove the main result of the paper.

The basic assumptions on the data (ξ, f, g,A).

Measurability of the data and trajectory properties of the process (At )t≤T .

• The process (At )t≤T is Ft -progressively measurable continuous increasing
such that A0 = 0;

• ξ is an FT -measurable random variable;

• ∀y, z ∈ R, the processes f (·, ·, y, z) : � × [0, T ] → R and g(·, ·, y) : � ×
[0, T ] → R are Ft -progressively measurable.

Stochastic monotonicity of f and g in y. There exists two Ft -progressively measur-
able processes α : � × [0, T ] → R and β : � × [0, T ] → R

− such that:

(i) for all y, y′, z ∈ R, dP ⊗ d〈M〉t -a.e.,(
y − y′)(f (t, y, z) − f

(
t, y′, z

)) ≤ αt

∣∣y − y′∣∣2;
(ii) for all y, y′ ∈ R, dP ⊗ dAt -a.e.,(

y − y′)(g(t, y) − g
(
t, y′)) ≤ βt

∣∣y − y′∣∣2
.

Stochastic Lipschitz condition on f in z. There exists an Ft -progressively measur-
able process γ : � × [0, T ] → R

+ such that

(iii) for all y, z, z′ ∈ R, dP ⊗ d〈M〉t -a.e.,∣∣f (t, y, z) − f
(
t, y, z′)∣∣ ≤ γt

∣∣z − z′∣∣.
Linear growth of f and g. For some constant κ > 0 and some [1,∞)-valued adapted
processes {ϕt , ψt ; 0 ≤ t ≤ T } and all (t, y) ∈ [0, T ] × R, we have

(iv) |f (t, y, 0)| ≤ ϕt + κ|y| and |g(t, y)| ≤ ψt + κ|y|.
Integrability condition. Let (Vt )t≤T and (Qt )t≤T be the two Ft -progressively mea-
surable continuous increasing stochastic processes defined by

Vt :=
∫ t

0

(|αs | + α2
s + γ 2

s

)
d〈M〉s +

∫ t

0
β2

s dAs, Qt := 〈M〉t + At .

Let us set

φ
λ,θ,μ
t := λVt + θ〈M〉t + μAt and �λ,θ,μ := eφλ,θ,μ

for λ, θ, μ > 0.

We assume that, for any λ, θ , μ > 0,

(v) E[�λ,θ,μ
T |ξ |2] < ∞;

(vi) E[∫ T

0 �
λ,θ,μ
t ϕ2

t d〈M〉t + ∫ T

0 �
λ,θ,μ
t ψ2

t dAt ] < ∞.

Remark 1. Note that, since {ϕt , ψt ; 0 ≤ t ≤ T } are [1,∞)-valued processes,

E

[∫ T

0
�

λ,θ,μ
t dQt

]
< ∞.
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Continuity condition on f and g. For all y, y′, z, z′ ∈ R:

(vii) dP ⊗ d〈M〉t -a.e., the mapping y → f (t, y, z) : R → R is continuous;

(viii) dP ⊗ dAt -a.e., the mapping y → g(t, y) : R → R is continuous.

In the rest of this paper the previous assumptions will be denoted by (H-M).

Spaces. For λ, θ , μ ≥ 0, we introduce the following spaces to describe the parame-
ters and the solution of the equation (2).

• H2: The space of R-valued Ft -predictable processes (Zt )t≤T such that

‖Z‖2
H2 = E

[∫ T

0
|Zs |2d〈M〉s

]
< ∞.

• M2: The space of one-dimensional square-integrable F-martingale (Nt )t≤T

orthogonal to M such that

‖N‖2
M2 = E

[∫ T

0
d[N ]s

]
< ∞.

• S2
λ,θ,μ: The space of one-dimensional Ft -adapted RCLL processes (Yt )t≤T

such that
‖Y‖2

S2
λ,θ,μ

= E

[
sup

0≤t≤T

�
λ,θ,μ
t |Yt |2

]
< ∞.

• C2,V
λ,θ,μ: The space of one-dimensional Ft -adapted RCLL processes (Yt )t≤T

such that

‖Y‖2
C2,V

λ,θ,μ

= E

[∫ T

0
�λ,θ,μ

s |Ys |2dVs

]
< ∞.

• H2
λ,θ,μ: The space of R-valued Ft -predictable processes (Zt )t≤T such that

‖Z‖2
H2

λ,θ,μ

= E

[∫ T

0
�λ,θ,μ

s |Zs |2d〈M〉s
]

< ∞.

• M2
λ,θ,μ: The subspace of M2 such that

‖N‖2
M2

λ,θ,μ

= E

[∫ T

0
�λ,θ,μ

s d[N ]s
]

< ∞.

• D2
λ,θ,μ = (S2

λ,θ,μ ∩ C2,V
λ,θ,μ) × H2

λ,θ,μ × M2
λ,θ,μ and D2 := D2

0,0,0.

We adopt the following definition of a solution to the GBSDE (2).

Definition 1. A solution to GBSDE associated with parameters (ξ, f, g,A) is a triplet
of processes (Yt , Zt , Nt )t≤T which satisfy (2) and belongs to D2

λ,θ,μ.
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First, we give some remarks that will be used subsequently.

Remark 2. Recall that

(i) For any process Z that belongs to H2, the process (
∫ ·

0 ZsdMs)
2−∫ ·

0 |Zs |2d[M]s
is an F-martingale (Theorem 27 in [16, p. 71]) and we have

E
Ft

[(∫ T

t

ZsdMs

)2]
=E

Ft

[∫ T

t

|Zs |2d[M]s
]
=E

Ft

[∫ T

t

|Zs |2d〈M〉s
]
.

(3)

(ii) We point out that, since ([M,N ] − 〈M,N〉) is a martingale (see Proposi-
tion 4.50-b in [9, p. 53]), if Z is an element of H2

λ,θ,μ, we have: ∀t ∈ [0, T ]

E
Ft

[∫ T

t

�λ,θ,μ
s Zsd[M,N ]s

]
= E

Ft

[∫ T

t

�λ,θ,μ
s Zsd〈M,N〉s

]
, (4)

and this last term is equal to zero if N is orthogonal to M .

(iii) The jump part of the process [Y ] is described by
∑

0<s≤·
(�Ys)

2 =
∑

0<s≤·
|Zs |2(�Ms)

2 + 2
∑

0<s≤·
Zs�Ms�Ns +

∑
0<s≤·

(�Ns)
2,

(5)

and the path-by-path continuous part of t → [Y ]t is given by

[Y ]c =
∫ ·

0
|Zs |2d

〈
Mc

〉
s
+ 2

∫ ·

0
Zsd

〈
Mc,Nc

〉
s
+

∫ ·

0
d
〈
Nc

〉
s
. (6)

(For such a path-wise decomposition for the quadratic variation, the reader is
referred to [16, p. 70].)

2 A priori estimates and uniqueness

Let (ξ, f, g,A) and (ξ ′, f ′, g′, A′) be two sets of data, each satisfying the above
assumption (H-M). Let (Y, Z,N) (resp. (Y ′, Z′, N ′)) denote a solution of the gener-
alized BSDE (2) with data (ξ, f, g,A) (resp. (ξ ′, f ′, g′, A′)) in the sense of Defini-
tion 1. The following result is useful for further applications.

Proposition 1. Define �̄ = � − �′ for � = Y,Z,N,A and ξ . Then, for any λ > 2
and θ , μ > 0, there exists a constant C = C(λ, θ, μ) such that, for all s ∈ [0, T ],

E
Fs

[
sup

s≤t≤T

�̄
λ,θ,μ
t |Ȳt |2

]
+ E

Fs

[∫ T

s

�̄λ,θ,μ
r |Ȳr |2dVr

]

+ E
Fs

[∫ T

s

�̄λ,θ,μ
r |Ȳr |2d〈M〉r

]
+ E

Fs

[∫ T

s

�̄λ,θ,μ
r |Ȳr |2d‖Ā‖r

]

+ E
Fs

[∫ T

s

�̄λ,θ,μ
r |Z̄r |2d〈M〉r

]
+ E

Fs

[∫ T

s

�̄λ,θ,μ
r d[N̄]r

]
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≤ C

{
E
Fs

[
�̄

λ,θ,μ
T |ξ̄ |2 +

∫ T

s

�̄λ,θ,μ
r

∣∣f (
r, Y ′

r , Z
′
r

) − f ′(r, Y ′
r , Z

′
r

)∣∣2
d〈M〉r

]

+E
Fs

[∫ T

s

�̄λ,θ,μ
r

(∣∣g(
r, Y ′

r

)∣∣2
d‖Ā‖r + ∣∣g(

r, Y ′
r

) − g′(s, Y ′
r

)∣∣2
dA′

r

)]}
.

Here ‖Ā‖ denote the total variation of the process Ā = A−A′, and �̄λ,θ,μ := eφ̄λ,θ,μ

where φ̄
λ,θ,μ
t = λVt + θ〈M〉t + μ(‖Ā‖t + A′

t ).

Proof. It suffices to prove the result in the case where ‖Ā‖T + A′
T is a bounded

random variable, and then apply Fatou’s Lemma. From the Itô formula (Theorem 33
in [16, p. 81]), we can write

�̄
λ,θ,μ
t |Ȳt |2 + λ

∫ T

t

�̄λ,θ,μ
s |Ȳs |2dVs + θ

∫ T

t

�̄λ,θ,μ
s |Ȳs |2d〈M〉s

+ μ

∫ T

t

�̄λ,θ,μ
s |Ȳs |2

(
d‖Ā‖s + dA′

s

) +
∫ T

t

�̄λ,θ,μ
s |Z̄s |2d

〈
Mc

〉
s

+ 2
∫ T

t

�̄λ,θ,μ
s Z̄sd

〈
Mc, N̄c

〉
s
+

∫ T

t

�̄λ,θ,μ
s d

〈
N̄c

〉
s
+

∑
t<s≤T

�̄λ,θ,μ
s (�Ȳs)

2

= �̄
λ,θ,μ
T |ξ̄ |2 + 2

∫ T

t

�̄λ,θ,μ
s Ȳs

(
f (s, Ys, Zs) − f ′(s, Y ′

s , Z
′
s

))
d〈M〉s

+ 2
∫ T

t

�̄λ,θ,μ
s Ȳs

(
g(s, Ys)dAs − g′(s, Y ′

s

)
dA′

s

)

− 2
∫ T

t

�̄λ,θ,μ
s Ȳs−Z̄sdMs − 2

∫ T

t

�̄λ,θ,μ
s Ȳs−dN̄s. (7)

Note that from the integrability condition satisfied by the solution of GBSDE (2),
we deduce that the two terms in the last line of (7) are uniformly integrable F-martin-
gales. Next, Assumptions (H-M)-((i)-(ii)-(iii)) imply in the sense of signed measures
on [0, T ]:

2Ȳs

(
f (s, Ys, Zs) − f ′(s, Y ′

s , Z
′
s

))
d〈M〉s

≤
(

θ

2
+ 2

(
αs + γ 2

s

))|Ȳs |2d〈M〉s + 1

2
|Z̄|2s d〈M〉s

+ 2

θ

∣∣f (
s, Y ′

s , Z
′
s

) − f ′(s, Y ′
s , Z

′
s

)∣∣2
d〈M〉s ,

and

2Ȳs

(
g(s, Ys)dAs − g′(s, Y ′

s

)
dA′

s

)
= 2Ȳs

(
g(s, Ys) − g

(
s, Y ′

s

))
dAs + 2Ȳsg

(
s, Y ′

s

)(
dAs − dA′

s

)
+ 2Ȳs

(
g
(
s, Y ′

s

) − g′(s, Y ′
s

))
dA′

s

≤ 2βs |Ȳs |2dAs + μ

2
|Ȳs |2

(
d‖Ā‖s + dA′

s

) + 4

μ

∣∣g(
s, Y ′

s

)∣∣2
d‖Ā‖s
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+ 4

μ

∣∣g(
s, Y ′

s

) − g′(s, Y ′
s

)∣∣2
dA′

s .

After that, taking this into account with (3), (4), (5), and (6), and choosing λ > 2,
we deduce, taking the conditional expectation with respect to Ft on both sides of (7),
that there exists a constant Cλ,θ,μ such that for any t ∈ [0, T ],

�̄
λ,θ,μ
t |Ȳt |2 + E

Ft

[∫ T

t

�̄λ,θ,μ
s |Ȳs |2dVs

]
+ E

Ft

[∫ T

t

�̄λ,θ,μ
s |Ȳs |2d〈M〉s

]

+ E
Ft

[∫ T

t

�̄λ,θ,μ
s |Ȳs |2dAs

]
+ E

Ft

[∫ T

t

�̄λ,θ,μ
s |Z̄s |2d〈M〉s

]

+ E
Ft

[∫ T

t

�̄λ,θ,μ
s d[N̄ ]s

]

≤ Cλ,θ,μ

{
E
Ft

[
�̄

λ,θ,μ
T |ξ̄ |2]

+ E
Ft

[∫ T

t

�̄λ,θ,μ
s

∣∣f (
s, Y ′

s , Z
′
s

) − f ′(s, Y ′
s , Z

′
s

)∣∣2
d〈M〉s

]

+ E
Ft

[∫ T

t

�̄λ,θ,μ
s

(∣∣g(
s, Y ′

s

)∣∣2
d‖Ā‖s + ∣∣g(

s, Y ′
s

) − g′(s, Y ′
s

)∣∣2
dA′

s

)]}
. (8)

On the other hand, starting from (7) and utilizing the estimates related to the genera-
tors, we obtain, for each s ∈ [0, T ] and all s ≤ t ≤ T ,

�̄
λ,θ,μ
t |Ȳt |2

≤ �̄
λ,θ,μ
T |ξ̄ |2 + 2

θ

∫ T

t

�̄λ,θ,μ
r

∣∣f (
r, Y ′

r , Z
′
r

) − f ′(r, Y ′
r , Z

′
r

)∣∣2
d〈M〉r

+ 4

μ

∫ T

t

�̄λ,θ,μ
r

(∣∣g(
r, Y ′

r

)∣∣2
d‖Ā‖r + ∣∣g(

r, Y ′
r

) − g′(r, Y ′
r

)∣∣2
dA′

r

)

+ 2 sup
s≤t≤T

∣∣∣∣
∫ T

t

�̄λ,θ,μ
r Ȳr−Z̄rdMr

∣∣∣∣ + 2 sup
s≤t≤T

∣∣∣∣
∫ T

t

�̄λ,θ,μ
r Ȳr−dN̄r

∣∣∣∣. (9)

Using the B-D-G inequality (Theorem 48 in [16, p. 193]), we obtain

2EFs

[
sup

s≤t≤T

∣∣∣∣
∫ T

t

�̄λ,θ,μ
r Ȳr−Z̄rdMr

∣∣∣∣
]

≤ 2cEFs

[∣∣∣∣
∫ T

s

�̄2λ,2θ,2μ
r |Ȳr−||Z̄r |2d[M]r

∣∣∣∣
1
2
]

≤ 1

4
E
Fs

[
sup

s≤t≤T

�̄
λ,θ,μ
t |Ȳt |2

]
+ 4c2

E
Fs

[∫ T

s

�̄λ,θ,μ
r |Z̄r |2d〈M〉r

]
. (10)

Similarly, we get

2EFs

[
sup

s≤t≤T

∣∣∣∣
∫ T

t

�̄λ,θ,μ
r Ȳr−dN̄r

∣∣∣∣
]
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≤ 1

4
E
Fs

[
sup

s≤t≤T

�̄
λ,θ,μ
t |Ȳt |2

]
+ 4c2

E
Fs

[∫ T

s

�̄λ,θ,μ
r d[N̄ ]r

]
. (11)

Now coming back to (9), taking the supremum of the process (�̄
λ,θ,μ
t |Ȳt |2)t∈[0,T ]

over the time interval [s, T ], using estimates (8) (with t = s), (10), and (11), and
taking conditional expectation with respect to Fs , we deduce that

E
Fs

[
sup

s≤t≤T

�̄
λ,θ,μ
t |Yt |2

]

≤ Cλ,θ,μ

{
E
Fs

[
�̄

λ,θ,μ
T |ξ̄ |2]

+ E
Fs

[∫ T

s

�̄λ,θ,μ
r

∣∣f (
r, Y ′

r , Z
′
r

) − f ′(r, Y ′
r , Z

′
r

)∣∣2
d〈M〉r

]

+ E
Fs

[∫ T

s

�̄λ,θ,μ
r

(∣∣g(
r, Y ′

r

)∣∣2
d‖Ā‖r + ∣∣g(

r, Y ′
r

) − g′(r, Y ′
r

)∣∣2
dA′

r

)]}
.

The proof is complete.

Corollary 1. Under assumption (H-M), there exists at most one Ft -progressively
measurable process {(Yt , Zt , Nt ), 0≤ t ≤T } which belongs to D2

λ,θ,μ for (λ, θ, μ) ∈
(2,∞) × (0,∞)2 and solves equation (2).

Corollary 2. Let assumption (H-M) be satisfied. Then, for any λ > 2 and θ , μ > 0,
there exists a constants C, which depends only on (λ, θ, μ) and the constant of the
B-D-G inequality, such that whenever (Y, Z,N) satisfies (2), we have

E

[
sup

0≤s≤T

�λ,θ,μ
s |Ys |2

]
+ E

[∫ T

0
�λ,θ,μ

s |Ys |2dVs

]
+ E

[∫ T

0
�λ,θ,μ

s |Ys |2dQs

]

+ E

[∫ T

0
�λ,θ,μ

s |Zs |2d〈M〉s
]

+ E

[∫ T

0
�λ,θ,μ

s d[N ]s
]

≤ C

{
E

[
�

λ,θ,μ
T |ξ |2]+E

[∫ T

0
�λ,θ,μ

s |ϕs |2d〈M〉s
]
+E

[∫ T

0
�λ,θ,μ

s |ψs |2dAs

]}
.

(12)

Proof. The result is a direct consequence of Proposition 1, (H-M)-(iv) and the fact
that (Y ′, Z′, N ′) = (0, 0, 0) is the unique solution of (2) with data (ξ ′, f ′, g′, A′) =
(0, 0, 0, 0).

3 Existence theorem for the generalized BSDE (2)

We are going to show that equation (2) has a solution using the Yosida approximation
method. Roughly speaking, we first assume that the driver f of the GBSDE (2) is
independent of the z variable, i.e. P-a.s., f (t, y, z) = f(t, y), for any t , y and z.
Then we approximate the coefficients (f(t, y) + αty)t≤T and (g(t, y) + βty)t≤T by
a family of Lipschitz mappings Fε and Gε indexed by some ε ∈]0, 1], which allows
us to construct a certain form of equation that converges toward the solution of the
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GBSDE in this special case. However, the method uses a contraction argument to
keep the result in the general framework.

Assume for the moment that the driver f does not depend on z, i.e. P-a.s.,
f (t, y, z) = f(t, y), for any t , y and z. The following result establishes the existence
of the solution of the GBSDE (2) linked to (ξ, f, g,A).

Theorem 1. Under (H-M), there exists a unique Ft -progressively measurable pro-
cess (Yt , Zt , Nt )t≤T with values in R

3 which satisfies (12) and

Yt = ξ +
∫ T

t

f(s, Ys)d〈M〉s +
∫ T

t

g(s, Ys)dAs −
∫ T

t

ZsdMs −
∫ T

t

dNs, (13)

for all t ∈ [0, T ], P-a.s.

Proof. To prove that the solution exists, we first rewrite the equation as follows:
P-a.s. 0 ≤ t ≤ T ,

Yt = ξ +
∫ T

t

{
F(s, Ys) + αsYs

}
d〈M〉s +

∫ T

t

{
G(s, Ys) + βsYs

}
dAs

−
∫ T

t

ZsdMs −
∫ T

t

dNs, 0 ≤ t ≤ T , (14)

where
F(s, y) := f(s, y) − αsy, and G(s, y) := g(s, y) − βsy.

Clearly, the new drivers F and G satisfy the following monotonicity property:

(H-M0) • (y − y′)(F (s, y) − F(s, y′)) ≤ 0,

• (y − y′)(G(s, y) − G(s, y′)) ≤ 0.

The proof is performed in 4 steps.

Step 1: Yosida approximation. Note that the new drivers F and G satisfy Assumption
(H-M) except (H-M)-(i)-(ii) is transformed to (H-M0). It follows (see Annex B in
[14, p. 524]) that for every (ω, t, y) ∈ � × [0, T ] ×R and ε > 0, there exists unique
JF

ε = JF
ε (ω, t, y) and JG

ε = JG
ε (ω, t, y) ∈ R such that

JF
ε − εF

(
ω, t, J F

ε

) = y, JG
ε − εG

(
ω, t, JG

ε

) = y.

The Yosida approximation of f and g is defined respectively by Fε = Fε(ω, t, y) and
Gε = Gε(ω, t, y) ∈ R such that

Fε(ω, t, y) := 1

ε

(
JF

ε (ω, t, y) − y
) = F(t, y + εFε),

Gε(ω, t, y) := 1

ε

(
JG

ε (ω, t, y) − y
) = G(t, y + εGε).

(15)

Note that (Fε,Gε) is the unique couple satisfying the system (15).
From Annex B, Proposition 6.7 in [14], one can recall that:
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(Y1) for every y ∈ R, the processes Fε(·, ·, y), Gε(·, ·, y) : � × [0, T ] → R are
Ft -progressively measurable;

(Y2) ∀ε, δ > 0, ∀t ∈ [0, T ], ∀y, y′ ∈ R, P-a.s.

(i) |JF
ε (t, y) − JF

ε (t, y′)| + |JG
ε (t, y) − JG

ε (t, y′)| ≤ |y − y′|,
(ii) (y − y′)(Fε(t, y) − Fε(t, y

′)) ≤ 0,

(iii) (y − y′)(Gε(t, y) − Gε(t, y
′)) ≤ 0,

(iv) |Fε(t, y) − Fε(t, y
′)| + |Gε(t, y) − Gε(t, y

′)| ≤ 2
ε
|y − y′|,

(v) |Fε(t, y)| ≤ |F(t, y)| and limε→0 Fε(t, y) = F(t, y), |Gε(t, y)| ≤
|G(t, y)| and limε→0 Gε(t, y) = G(t, y),

(vi) (y−y′)(Fε(t, y)−Fδ(t, y
′))≤(ε+δ)Fε(t, y)Fδ(t, y

′), (y−y′)(Gε(t, y)−
Gδ(t, y

′)) ≤ (ε + δ)Gε(t, y)Gδ(t, y
′).

Step 2: Approximating equation and uniform boundedness. Let 0 < ε ≤ 1. The
Yosida approximating equation of the generalized BSDE (14) is given by

Y ε
t = ξ +

∫ T

t

{
Fε

(
s, Y ε

s

) + αsY
ε
s

}
d〈M〉s +

∫ T

t

{
Gε

(
s, Y ε

s

) + βsY
ε
s

}
dAs

−
∫ T

t

Zε
s dMs −

∫ T

t

dNε
s , 0 ≤ t ≤ T . (16)

The GBSDE (16) has a unique solution (Y ε
t , Zε

t , N
ε
t )t≤T ∈ D2 (see Appendix A).

Let χ
λ,θ,μ
t = eλV̂ �

t +θ〈M〉t+μAt , where V̂ �
t := ∫ t

0 (|αs | + α2
s )d〈M〉s + ∫ t

0 β2
s dAs =

Vt − ∫ t

0 γ 2
s d〈M〉s .

By applying the Itô formula, we have, for all t ∈ [0, T ] and each ε ∈]0, 1],

χ
λ,θ,μ
t

∣∣Y ε
t

∣∣2 + λ

∫ T

t

χλ,θ,μ
s

∣∣Y ε
s

∣∣2
dV̂ �

s + θ

∫ T

t

χλ,θ,μ
s

∣∣Y ε
s

∣∣2
d〈M〉s

+ μ

∫ T

t

χλ,θ,μ
s

∣∣Y ε
s

∣∣2
dAs +

∫ T

t

χλ,θ,μ
s

∣∣Zε
s

∣∣2
d
〈
Mc

〉
s

+ 2
∫ T

t

χλ,θ,μ
s Zε

s d
〈
Mc,

(
Nε

)c〉
s
+

∫ T

t

χλ,θ,μ
s d

〈(
Nε

)c〉
s

+
∑

t<s≤T

χλ,θ,μ
s

(
�Yε

s

)2

= χ
λ,θ,μ
T |ξ |2 + 2

∫ T

t

χλ,θ,μ
s Y ε

s

(
Fε

(
s, Y ε

s

) + αsY
ε
s

)
d〈M〉s

+ 2
∫ T

t

χλ,θ,μ
s Y ε

s

(
Gε

(
s, Y ε

s

) + βsY
ε
s

)
dAs − 2

∫ T

t

χλ,θ,μ
s Y ε

s−Zε
s dMs

− 2
∫ T

t

χλ,θ,μ
s Y ε

s−dNε
s .
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From proprieties (Y2)-(ii)-(iii)-(iv) and (H-M)-(iv), we obtain, for δ1, δ2 > 0,

2Y ε
s

(
Fε

(
s, Y ε

s

) + αsY
ε
s

)
d〈M〉s

≤ 2
∣∣Y ε

s

∣∣∣∣F(s, 0)
∣∣d〈M〉s + 2|αs |

∣∣Y ε
s

∣∣2
d〈M〉s

≤ 2|αs |
∣∣Y ε

s

∣∣2
d〈M〉s + δ1

∣∣Y ε
s

∣∣2
d〈M〉s + 1

δ1
ϕ2

s d〈M〉s ,

and

2Y ε
s

(
Gε

(
s, Y ε

s

) + βsY
ε
s

)
dAs ≤ δ2

∣∣Y ε
s

∣∣2
dAs + 1

δ2
ψ2

s dAs.

Next, choosing λ > 2, δ1 < θ and δ2 < μ, we deduce that

E

[
sup

0≤t≤T

χ
λ,θ,μ
t

∣∣Y ε
t

∣∣2
]

+ E

[∫ T

0
χλ,θ,μ

s

∣∣Y ε
s

∣∣2
dV̂ �

s

]

+ E

[∫ T

0
χλ,θ,μ

s

∣∣Y ε
s

∣∣2
d〈M〉s

]
+ E

[∫ T

0
χλ,θ,μ

s

∣∣Y ε
s

∣∣2
dAs

]

+ E

[∫ T

0
χλ,θ,μ

s

∣∣Zε
s

∣∣2
d〈M〉s

]
+ E

[∫ T

0
χλ,θ,μ

s d
[
Nε

]
s

]

≤ C

{
E

[
χ

λ,θ,μ
T |ξ |2]+E

[∫ T

0
χλ,θ,μ

s |ϕs |2d〈M〉s
]
+E

[∫ T

0
χλ,θ,μ

s |ψs |2dAs

]}
.

(17)

Using Assumption (H-M)-(iv) and property (Y2)-(v), we have

E

[∫ T

0
χλ,θ,μ

s

∣∣Fε

(
s, Y ε

s

)∣∣2
d〈M〉s

]

≤ 2E

[∫ T

0
χλ,θ,μ

s

∣∣f(s, Y ε
s

)∣∣2
d〈M〉s

]
+ 2E

[∫ T

0
χλ,θ,μ

s α2
s

∣∣Y ε
s

∣∣2
d〈M〉s

]

≤ 4E

[∫ T

0
χλ,θ,μ

s

(
ϕ2

s + κ2
∣∣Y ε

s

∣∣2)
d〈M〉s

]
+ 2E

[∫ T

0
χλ,θ,μ

s

∣∣Y ε
s

∣∣2
dV̂ �

s

]
. (18)

Similarly, we get

E

[∫ T

0
χλ,θ,μ

s

∣∣Gε

(
s, Y ε

s

)∣∣2
dAs

]

≤ 2E

[∫ T

0
χλ,θ,μ

s

∣∣g(
s, Y ε

s

)∣∣2
d〈M〉s

]
+ 2E

[∫ T

0
χλ,θ,μ

s β2
s

∣∣Y ε
s

∣∣2
dAs

]

≤ 4E

[∫ T

0
χλ,θ,μ

s

(
ψ2

s + κ2
∣∣Y ε

s

∣∣2)
dAs

]
+ 2E

[∫ T

0
χλ,θ,μ

s

∣∣Y ε
s

∣∣2
dV̂ �

s

]
. (19)

Step 3: (Y ε, Zε,Nε)0<ε≤1 is a Cauchy sequence in D2. Let 0 < ε, δ ≤ 1. From (16),
we have

Y
ε,δ
t =

∫ T

t

dKε,δ
s −

∫ T

t

Zε,δ
s dMs −

∫ T

t

dNε,δ
s , 0 ≤ t ≤ T ,
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where Y
ε,δ
t := Y ε

t − Y δ
t , Y

ε,δ
T = 0, Z

ε,δ
t := Zε

t − Zδ
t , dN

ε,δ
t := dNε

t − dNδ
t , and

K
ε,δ
t :=

∫ t

0

(
Fε

(
s, Y ε

s

) + αsY
ε
s − Fδ

(
s, Y δ

s

) − αsY
δ
s

)
d〈M〉s

+
∫ t

0

(
Gε

(
s, Y ε

s

) + βsY
ε
s − Gδ

(
s, Y δ

s

) − βsY
δ
s

)
dAs.

In order to apply the Itô formula to the process χ
λ,θ,μ
t |Y ε,δ

t |2, we should first estimate
the term Y

ε,δ
s dK

ε,δ
s . But from (Y2)-(vii), we have

Y ε,δ
s dKε,δ

s ≤ (ε + δ)
{
Fε

(
s, Y ε

s

)
Fδ

(
s, Y δ

s

)
d〈M〉s + Gε

(
s, Y ε

s

)
Gδ

(
s, Y δ

s

)
dAs

}
+ |αs |

∣∣Y ε
s − Y δ

s

∣∣2
d〈M〉s .

Using the Kunita–Watanabe inequality (see Corollary on p. 70 in [16]) in conjunction
with inequalities (17) and (18), we obtain

E

[∫ T

0
χλ,θ,μ

s

∣∣Fε

(
s, Y ε

s

)
Fδ

(
s, Y δ

s

)∣∣d〈M〉s
]

≤
(
E

∫ T

0
χλ,θ,μ

s

∣∣Fε

(
s, Y ε

s

)∣∣2
d〈M〉s

) 1
2
(
E

∫ T

0
χλ,θ,μ

s

∣∣Fδ

(
s, Y δ

s

)∣∣2
d〈M〉s

) 1
2

≤ Cλ,θ,μ. (20)

In the same way, using (19) and the Hölder inequality, we obtain

E

[∫ T

0

∣∣Gε

(
s, Y ε

s

)
Gδ

(
s, Y δ

s

)∣∣dAs

]
≤ Cλ,θ,μ. (21)

Combining (20) and (21) yields, for any t ∈ [0, T ],

E

[∫ T

t

∣∣Y ε,δ
s

∣∣d∥∥Kε,δ
∥∥

s

]
≤ C�

λ,θ,μ(ε + δ) + E

[∫ T

t

χλ,θ,μ
s

∣∣Y ε,δ
s

∣∣2
dV̂ �

s

]
.

Then, following an argument similar to the one used in Proposition 1 or in Step 2
yields, for any ε, δ ∈]0, 1],

E

[
sup

0≤t≤T

χ
λ,θ,μ
t

∣∣Y ε,δ
t

∣∣2
]

+ E

[∫ T

0
χλ,θ,μ

s

∣∣Y ε,δ
s

∣∣2
dV̂ �

s

]

+ E

[∫ T

0
χλ,θ,μ

s

∣∣Y ε,δ
s

∣∣2
dQs

]
+ E

[∫ T

0
χλ,θ,μ

s

∣∣Zε,δ
s

∣∣2
d〈M〉s

]

+ E

[∫ T

0
χλ,θ,μ

s d
[
Nε,δ

]
s

]

≤ C(ε + δ).

Thus {(Y ε
t , Zε

t , N
ε
t ); 0 ≤ t ≤ T }0<ε≤1 is a Cauchy sequence in the Banach space

D2
λ,θ,μ. So there exists a triplet (Yt , Zt , Nt )t≤T ∈D2

λ,θ,μ such that (Y ε, Zε,Nε)
D2−−−→

ε→0+
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(Y, Z,N). In particular, letting δ → 0+, we get

E

[
sup

0≤t≤T

∣∣Y ε
t − Yt

∣∣2
]

+ E

[∫ T

0

∣∣Y ε
s − Ys

∣∣2
d〈M〉s

]
+ E

[∫ T

0

∣∣Y ε
s − Ys

∣∣2
dAs

]

+ E

[∫ T

0

∣∣Zε
s − Zs

∣∣2
d〈M〉s

]
+ E

[∫ T

0
d
[
Nε − N

]
s

]
≤ Cε.

Step 4: The limited process ((Yt , Zt , Nt )t≤T satisfies the GBSDE (13). From the
definition of the Yosida approximation, we can write

Fε

(
s, Y ε

s

) + αsY
ε
s = f

(
s, Y ε

s + εFε

(
s, Y ε

s

)) − εαsFε

(
s, Y ε

s

)
,

Gε

(
s, Y ε

s

) + βsY
ε
s = g

(
s, Y ε

s + εGε

(
s, Y ε

s

)) − εβsGε

(
s, Y ε

s

)
.

Due to the Kunita–Watanabe inequality, the uniform estimations (17) and (18) given
in Step 2, the Cauchy–Schwarz inequality, the fact that (Mt)t≤T is a square integrable
martingale and Assumption (H-M)-(vi), we have(

εαsFε

(
s, Y ε

s

)
, εFε

(
s, Y ε

s

))
ε∈]0,1] ∈ L

1,2(� × [0, T ];P(dω) ⊗ d〈M〉s(ω)
)
.

For simplicity of notation, we denote L
q

P⊗〈M〉 := L
q(� × [0, T ];P(dω) ⊗

d〈M〉s(ω)) for q ∈ {1, 2}, where dP ⊗ d〈M〉 is the positive measure on (� ×
[0, T ],F ⊗ B([0, T ])) defined for any V ∈ F ⊗ B([0, T ]) by dP ⊗ d〈M〉(V) :=
E[∫ T

0 1V (ω, s)d〈M〉s].
Also

εαsFε

(
s, Y ε

s

) L
1
P⊗〈M〉−−−−→

ε→0+ 0 and εFε

(
s, Y ε

s

) L
2
P⊗〈M〉−−−−→

ε→0+ 0.

Then, applying the partial reciprocal of the dominated convergence theorem in
L

2
P⊗〈M〉, we deduce the existence of two subsequences (εkαsFεk

(s, Y
εk
s ))k∈N and

(εkFεk
(s, Y

εk
s ))k∈N such that εk → 0 as k → ∞, and

εkαs(ω)Fεk

(
ω, s, Y εk

s (ω)
) −−−→

k→∞ 0, εkFεk

(
ω, s, Y εk

s (ω)
) −−−→

k→∞ 0,

dP(ω) ⊗ d〈M〉t (ω)-a.e.
Using the continuity of the driver f and the fact that Y

εk
t (ω) −−−→

k→∞ Yt (ω) as

k → ∞, dP(ω) ⊗ d〈M〉t (ω)-a.e., we infer by the Lebesgue dominated convergence

E

[∫ T

t

∣∣αsY
εk
s − αsYs

∣∣d〈M〉s
]

−−−→
k→∞ 0,

and

E

[∫ T

t

∣∣f(s, Y εk
s + εFε

(
s, Y εk

s

)) − f(s, Ys)
∣∣d〈M〉s

]
−−−→
k→∞ 0.

A similar argument gives

E

[∫ T

t

∣∣βsY
εk
s − βsYs

∣∣2
dAs +

∫ T

t

∣∣g(
s, Y εk

s + εGεk

(
s, Y εk

s

)) − g(s, Ys)
∣∣2

dAs

]

−−−→
k→∞ 0.
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Consequently, Fεk
(·, Y εk· ) + α·Y εk·

L
1
P⊗〈M〉−−−−→

k→∞ f(·, Y·) and Gεk
(·, Y εk· ) + β·Y·

L
1
P⊗A−−−→

k→∞
g(·, Y·).

Then, passing to the limit term by term in L
1(�) as k → ∞ in the approxi-

mating equation (16) for a subsequence {(Y εk
t , Z

εk
t , N

εk
t ); 0 ≤ t ≤ T }k∈N, using the

orthogonal property (4) yields

Yt = ξ +
∫ T

t

f(s, Ys)d〈M〉s +
∫ T

t

g(s, Ys)dAs −
∫ T

t

ZsdMs −
∫ T

t

dNs.

Henceforth, (Yt , Zt , Nt )t≤T ∈ D2 is the unique solution of the generalized BSDE
(13). Moreover, using the Fatou lemma, we clearly infer that (Y, Z,N) satisfies (12)
and then (Y, Z,N) ∈ D2

λ,θ,μ for λ > 2 and θ , μ > 0. Which completes the proof of
Theorem 1.

We are now prepared to present the paper’s main result.

Theorem 2. Under Assumption (H-M), there exists a unique Ft -progressively mea-
surable solution (Yt , Zt , Nt )t≤T of the GBSDE (2).

Proof. All that is left is the proof of existence, which will be made by a fixed point
reasoning. To this end, let (Y i ,Z i ,N i ) ∈ D2

λ,θ,μ for i = 1, 2, and define (Y i, Zi, Ni)

= �(Y i ,Z i ,N i ) where

Y i
t = ξ +

∫ T

t

f
(
s, Y i

s ,Z i
s

)
d〈M〉s +

∫ T

t

g
(
s, Y i

s

)
dAs −

∫ T

t

Zi
sdMs −

∫ T

t

dNi
s .

Using the Itô formula, similarly to Proposition 1, taking the expectation and choosing
λ > 2 and θ , μ ≥ 1, it follows that

∥∥�
(
Y1,Z1,N 1) − �

(
Y2,Z2,N 2)∥∥2

λ,θ,μ

≤ 1

2

∥∥(
Y1 − Y2,Z1 − Z2,N 1 − N 2)∥∥2

λ,θ,μ
.

Hence, � is a strict contraction on the Banach space D2
λ,θ,μ equipped with the norm

‖ · ‖2
λ,θ,μ provided that λ > 2 and θ , μ ≥ 1, and by the Banach fixed point theorem

we conclude that � has a unique fixed point (Yt , Zt , Nt )t≤T , which solves (2).

A Appendix

In this section, we will prove that the GBSDE (16) has a unique solution in D2.
The remark that follows proves that investigating the generalized BSDE (16) is

equivalent to studying an analogous kind of equation with a particular Lipschitz gen-
erators.

Remark 3. Set �t = ∫ t

0 αsd〈M〉s + ∫ t

0 βsdAs . Obviously, (�t )t≤T is a continuous
process with bounded variations over [0, T ]. Let (Y ε

t , Zε
t , N

ε
t )t≤T be a solution of
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the GBSDE (16) associated with (ξ, Fε(t, y)+αty,Gε(t, y)+βty,At )t≤T , then the
integration by part formula (Corollary 2 in [16, p. 68]) yields

e�t Y ε
t = e�T ξ +

∫ T

t

e�s Fε

(
s, Y ε

s

)
d〈M〉s +

∫ T

t

e�s Gε

(
s, Y ε

s

)
dAs

−
∫ T

t

e�s Zε
s dMs −

∫ T

t

e�s dNε
s , 0 ≤ t ≤ T .

Henceforth, the process (Y ε
t , Zε

t , N
ε
t )t≤T is a solution of the GBSDE (16) if and only

if the process (Ȳ ε
t , Z̄ε

t , dN̄ε
t )t≤T := (e�t Y ε

t , e�t Zε
t , e

�t dNε
t ) satisfies an analogous

GBSDE, with ξ , (Fε(t, y) + αty)t≤T and (Gε(t, y) + βty)t≤T replaced by

ξ̄ := e�T ξ, F̄ε(s, y) := e�s Fε

(
s, e−�s y

)
and Ḡε(s, y) := e�s Gε

(
s, e−�s y

)
.

Hence, it suffices to show the existence and uniqueness result for the GBSDE

Ȳ ε
t = ξ̄ +

∫ T

t

F̄ε

(
s, Ȳ ε

s

)
d〈M〉s +

∫ T

t

Ḡε

(
s, Ȳ ε

s

)
dAs −

∫ T

t

Z̄ε
s dMs −

∫ T

t

dN̄ε
s .

Moreover, the drivers F̄ε and Ḡε verify the following properties, ∀ε > 0, ∀t ∈ [0, T ],
∀y, y′ ∈ R, P-a.s.

• Lipschitz property: from (Y2)-(iv), we get

∣∣F̄ε(s, y) − F̄ε

(
s, y′)∣∣ + ∣∣Ḡε(s, y) − Ḡε

(
s, y′)∣∣ ≤ 2

ε

∣∣y − y′∣∣.

• Linear growth of F̄ε and Ḡε : using (Y2)-(v), we obtain
∣∣F̄ε(s, 0)

∣∣ = e�s
∣∣Fε(s, 0)

∣∣ ≤ e�s
∣∣F(s, 0)

∣∣ ≤ e�s ϕs ≤ eVs ϕs;∣∣Ḡε(s, 0)
∣∣ = e�s

∣∣Gε(s, 0)
∣∣ ≤ e�s

∣∣G(s, 0)
∣∣ ≤ e�s ψs ≤ eVs ψs.

Now consider the GBSDE

Yt = ξ +
∫ T

t

h(s, Ys)d〈M〉s +
∫ T

t

H(s, Ys)dAs −
∫ T

t

ZsdMs −
∫ T

t

dNs, (22)

where h and H are κ-Lipschitz and verifies the integrability condition

E

[∫ T

0
eθQt

∣∣h(t, 0)
∣∣2

d〈M〉t + E

∫ T

0
eθQt

∣∣H(t, 0)
∣∣2

dAt

]
< ∞, θ > 0.

We are now in position to state the main theorem of this section.

Theorem 3. The GBSDE (22) has a unique Ft -progressively measurable solution
(Yt , Zt , Nt )t≤T which belongs to D2.

Proof. Uniqueness. Follows from Proposition 1.
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Existence. The proof is divided into two stages: in the first part, we examine the
case when the drivers h and H are independent of y, then we give the existence result
that will be needed in the second part to deduce the general case via a fixed point
argument.

Part 1: The maps h and H does not depend on y.

Let (Xt ,Wt ,Ot )t≤T be in D2
0,θ,θ such that

E

[∫ T

0
eθQs |Xs |2

(
d〈M〉s + dAs

)]
< ∞.

Then we define the processes (Yt , Zt , Nt )t≤T as follows. First,

Yt = E
Ft

[
ξ +

∫ T

0
h(s,Xs)d〈M〉s +

∫ T

0
H(s,Xs)dAs

]

−
∫ t

0
h(s,Xs)d〈M〉s −

∫ t

0
H(s,Xs)dAs

=: mt −
∫ t

0
h
(
s,Xs

)
d〈M〉s −

∫ t

0
H(s,Xs)dAs.

Note that

E

[∣∣∣∣ξ +
∫ T

0
h(s,Xs)d〈M〉s +

∫ T

0
H(s,Xs)dAs

∣∣∣∣
2]

≤ 3E

[
|ξ |2 +

∣∣∣∣
∫ T

0
h(s,Xs)d〈M〉s

∣∣∣∣
2

+
∣∣∣∣
∫ T

0
H(s,Xs)dAs

∣∣∣∣
2]

.

From the sharp bracket version of the Kunita–Watanabe inequality (see p. 148
in [16]) and (H-M)-(vi), we obtain

E

[∣∣∣∣
∫ T

0
h(s,Xs)d〈M〉s

∣∣∣∣
2]

≤ E

[∫ T

0
e−θ〈M〉s d〈M〉s

∫ T

0
eθ〈M〉s ∣∣h(s,Xs)

∣∣2
d〈M〉s

]

≤ 2κ2

θ
E

[∫ T

0
eθ〈M〉s |Xs |2d〈M〉s

]
+ 2

θ
E

[∫ T

0
eθ〈M〉s ∣∣h(s, 0)

∣∣2
d〈M〉s

]

< ∞.

Similarly, the Hölder inequality and (H-M)-(vi) imply

E

[∣∣∣∣
∫ T

0
H(s,Xs)dAs

∣∣∣∣
2]

≤ 2κ2

θ
E

[∫ T

0
eθAs |Xs |2dAs

]
+ 2

θ
E

[∫ T

0
eθAs

∣∣H(s, 0)
∣∣2

dAs

]
< ∞.
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Thus, (mt )t≤T is a square-integrable F-martingale. Further, from the fact that
F0 is trivial and the predictable representation property of square-integrable
martingales (see Remark 2.1 in [11, p. 323]), there exists a couple of processes
(Zt , Nt )t≤T ∈ H2 × M2 such that

E
Ft

[
ξ +

∫ T

0
h(s,Xs)d〈M〉s +

∫ T

0
H(s,Xs)dAs

]

= E

[
ξ +

∫ T

0
h(s,Xs)d〈M〉s +

∫ T

0
H(s,Xs)dAs

]
+

∫ t

0
ZsdMs +

∫ t

0
dNs.

In other words, the triplet (Yt , Zt , Nt )t≤T is the unique solution of the GBSDE

Yt = ξ +
∫ T

t

h(s,Xs)d〈M〉s +
∫ T

t

H(s,Xs)dAs −
∫ T

t

ZsdMs −
∫ T

t

dNs.

The fact that (Y, Z,N) ∈ D2
0,θ,θ for θ > 0, follows from computations similar

to those in the proof of Proposition 1.

Next, we endow the space D2
0,θ,θ with the norm

‖(Y, Z,N)‖θ =
(
E

[∫ T

0
eθQs

{|Ys |2dQs + |Zs |2d〈M〉s + d[N ]s
}]) 1

2

,

for some θ > 0.

Part 2: General case.

Using the first part of the current proof, we may define a map � from D2
0,θ,θ

into itself as follows:

(Y, Z,N) = �(X,W,O),

Yt = ξ +
∫ T

t

h(s,Xs)d〈M〉s +
∫ T

t

H(s,Xs)dAs −
∫ T

t

ZsdMs −
∫ T

t

dNs.

Let �(X′,W ′,O ′) = (Y ′, Z′, N ′) and �̄ = � − �′ for � = Y,Z,N,X,W

and O. In order to apply the Itô formula, we need the estimation

2Ȳs

(
h(s,Xs) − h

(
s,X′

s

))
d〈M〉s ≤ 2κ

∣∣Ȳs

∣∣∣∣X̄s

∣∣d〈M〉s
≤ 2κ2|Ȳs |2d〈M〉s + 1

2
|X̄s |2d〈M〉s .

(23)

Following the same procedure, we get

2Ȳs

(
H(s,Xs) − H

(
s,X′

s

))
dAs ≤ 2κ2|Ȳs |2dAs + 1

2
|X̄s |2dAs. (24)

Combining (23) and (24), we deduce

2Ȳs

(
h(s,Xs) − h

(
s,X′

s

))
d〈M〉s + 2Ȳs

(
H(s,Xs) − H

(
s,X′

s

))
dAs

≤ 2κ2|Ȳs |2dQs + 1

2
|X̄s |2dQs.
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Using this with the Itô formula (7), we clearly infer for θ = 2κ2 + 1, that
∥∥�(X,W,O) − �

(
X′,W ′,O ′)∥∥2

θ
≤ 1

2

∥∥(X,W,O) − (
X′,W ′,O ′)∥∥2

θ
.

Hence � is a strict contraction on the Banach space D2
0,θ,θ , equipped with the

norm ‖ · ‖θ provided that θ = 2κ2 + 1, and by the Banach fixed point theorem
we conclude that � has a unique fixed point (Y, Z,N) which solves (22). This
completes the proof of Theorem 3.
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