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Abstract The integral with respect to a multidimensional stochastic measure, assuming only
its σ -additivity in probability, is studied. The continuity and differentiability of realizations of
the integral are established.
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1 Introduction

The main purpose of this article is to study the regularity property of the integral
of a deterministic function with respect to stochastic measure μ, where μ is defined
on Borel subsets of [0, 1]d . In basic statements of the paper, for μ we assume only
σ -additivity in probability. We study the regularity with respect to a parameter and
with respect to the upper limit of the integral. The case d = 1 was considered in [20,
Section 2.3], but methods of [20] do not work for d ≥ 2. In our paper, we study the
integral using the Fourier–Haar expansion of the integrand.

∗Corresponding author.

© 2024 The Author(s). Published by VTeX. Open access article under the CC BY license.

www.vmsta.org

https://doi.org/10.15559/24-VMSTA256
mailto:bmanikin@knu.ua
mailto:vadymradchenko@knu.ua
http://www.ams.org/msc/msc2010.html?s=60H05
http://www.ams.org/msc/msc2010.html?s=60G60
http://www.ams.org/msc/msc2010.html?s=60G17
http://creativecommons.org/licenses/by/4.0/
http://www.vmsta.org
http://www.vtex.lt/en/


422 B. Manikin, V. Radchenko

Sample path behavior of various stochastic processes was studied in many works;
we mention only some of them. The conditions for sample boundedness and conti-
nuity of α-stable processes were established in [24, Chapter 10]. Hölder continuity
of harmonizable operator scaling stable random field is given by Corollary 5.5 [5]. In
Theorem 4.1 from [18] the uniform modulus of continuity for some self-similar SαS

random field was obtained, while the upper bound of the modulus of continuity of
stable random fields is given by Proposition 5.1 and Corollary 5.3 [6]. These results,
for example, imply Hölder continuity of mentioned fields.

Conditions of continuity of Gaussian random fields may be found in Theorems
3.3.3, 3.4.1 and 3.4.3 [1]. Hölder continuity of centered Gaussian random fields under
certain conditions is proved in [30, Theorem 4.2]. Theorem 2.1 [31] gives an estimate
of the modulus of continuity of general random fields on metric space, these results
are applied to harmonizable stable random fields.

In our article, we consider stochastic processes which are integrals with respect
to a general stochastic measure. The definition of these measures, their properties
and examples as well as information about the Fourier–Haar series may be found
in Section 2. The continuity and differentiability of sample paths of the parameter-
dependent integral are established in Section 3. The continuity of realizations of the
integral as a function of the upper limit is studied in Section 4.

2 Preliminaries

2.1 Stochastic measures

In this subsection, we give basic information concerning stochastic measures in a
general setting. In statements of Sections 3 and 4, this set function is defined on Borel
subsets of [0, 1]d .

Let L0 = L0(�,F , P) be the set of all real-valued random variables defined on
the complete probability space (�,F , P). Convergence in L0 means the convergence
in probability. Let X be an arbitrary set and B a σ -algebra of subsets of X.

Definition 1. A σ -additive mapping μ : B → L0 is called stochastic measure (SM).

In other words,

μ(A ∪ B) = μ(A) + μ(B) for A ∩ B = ∅,

μ(An)
P→ 0 for An ↓ ∅. (1)

We do not assume the moment existence or martingale properties for SM. We can
say that μ is an L0-valued measure.

We note the following examples of SMs in multidimensional spaces. All mea-
sures, if nothing else is mentioned, are considered on Borel σ -algebra of sets in
[0, 1]d .
Example 1. Let μ be a random orthogonal measure – it is defined, for example, in [9,
Section 5.3] and [14, Section 2.3] – with a finite structural function. Then μ is an SM
in the sense of Definition 1; condition (1) follows from [9, Section 5.3, Theorem 1(d)].
For example, the set function μ(A) = ∫

[0,1]d 1A(t) dW(t), where we take multiple
Wiener–Itô integral (see its properties, for example, in [17, Section 1.1]), is a random
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orthogonal measure with the structural function m(A) = d!λd(A), where λd is the
d-dimensional Lebesgue measure.
Example 2. Let μ be an independently scattered α-stable random measure for α ∈
(0, 2] with a finite control measure. According to the definition – see [24, Definition
3.3.1] – for disjoint Borel sets {An : n ≥ 1} the following holds:

μ(∪∞
n=1An) =

∞∑
n=1

μ(An) a.s.

Therefore, μ is an SM.
Example 3. Consider the set function μ : B([0, 1]d) → L0 such that

μ(A) =
∫
Rd

1A(t) dZ
q
H (t), (2)

where Z
q
H is the Hermite sheet (see, for example, [7] or [29, Section 4]), H =

(H1, . . . , Hd), 1/2 < Hi < 1. Under these conditions, integral in (2) is well de-
fined, and μ is an SM in the sense of Definition 1; the statement (1) can be proved
using the representation of μ via Wiener integral (see [29, (4.12)]). Proposition 3 of
[7] implies the Hölder continuity of μ.

If q = 1 then the Hermite sheet coincides with the fractional Brownian sheet.
Theorem 10.1.1 of [15] states the sufficient conditions under which the product

of one-dimensional SMs generates an SM.
SMs may be used for study of stochastic dynamical systems (see [3]).
For deterministic measurable functions f : X → R, an integral of the form∫

X f dμ is studied in [15, Chapter 7], [20, Chapter 1]. In particular, every bounded
measurable f is integrable w. r. t. any μ. An analogue of the Lebesgue dominated
convergence theorem holds for this integral (see [15, Proposition 7.1.1] or [20, Theo-
rem 1.5]).

Below we will use the following statement for SMs defined on arbitrary σ -algebra
B.

Lemma 1 (Lemma 3.1 [19]). Let μ be an SM on (X,B), fk : X → R, k ≥ 1, be
measurable functions such that f̂ (x) = ∑∞

k=1 |fk(x)| is integrable w. r. t. μ. Then

∞∑
k=1

(∫
X

fk dμ
)2

< ∞ a.s.

2.2 Besov spaces

We recall the definition of Besov spaces Bα
p,p([0, 1]d) following [8] and [12]. Other

approaches to the definition and properties of these spaces are considered in [4], [23,
Sections 2.1 and 2.4], [27], [28, Sections 2 and 5]. The equivalence of different defi-
nitions is discussed in [8], [16, Section 17.2], [23, Section 2.3].

For functions f ∈ Lp([0, 1]d), we consider the value

‖f ‖Bα
p,p([0,1]d ) = ‖f ‖Lp([0,1]d ) +

(∫ 1

0
(ωp(f, r))pr−αp−1 dr

)1/p

,
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where ωp denotes the Lp-modulus of continuity,

ωp(f, r) = sup
|h|≤r

(∫
Ih

|f (x + h) − f (x)|p dx
)1/p

,

where Ih = {x ∈ [0, 1]d : x + h ∈ [0, 1]d},

and |h| denotes the Euclidean norm in R
d . Then

Bα
p,p([0, 1]d) = {f ∈ Lp([0, 1]d) : ‖f ‖Bα

p,p([0,1]d ) < +∞},

and ‖ · ‖Bα
p,p([0,1]d ) is a norm in this space.

Let μ be an SM defined on the Borel σ -algebra of [0, 1]d . For x = (x1, x2, . . . ,

xd) ∈ [0, 1]d set

μ(x) = μ
( d∏

i=1

[0, xi]
)
.

In the sequel, we will refer to the following assumption on stochastic measure μ.

Assumption A1. There exists a real-valued finite measure m on (X,B) with the fol-
lowing property: if a measurable function g : X → R satisfies

∫
X g2 dm < +∞ then

g is integrable w. r. t. μ on X.

For orthogonal measure, we can take its structural measure as m. For an α-stable
random measure, Assumption A1 holds for the control measure m (see (3.4.1) [24]).
For an SM from Example 3 we can take measure m such that

m(A) =
∫

A

dv

∫
[0,1]d

d∏
i=1

|ui − vi |2Hi−2du,

where u and v are d-dimensional vectors with the components ui , vi .
We have the following statement concerning the Besov regularity of SMs defined

on Borel subsets of [0, 1]d .

Theorem 1 (Theorem 5.1 [19]). Let the random function

μ(x) = μ
( d∏

i=1

[0, xi]
)
, x ∈ [0, 1]d ,

have continuous paths and Assumption A1 hold.
Then for any 1 ≤ p < +∞, 0 < α < min{1/p, 1/2} the realization μ(x),

x ∈ [0, 1]d , with probability 1 belongs to the Besov space Bα
p,p([0, 1]d).

2.3 Haar functions

In order to construct a version of the stochastic integral, we use the approximation
of the integrand with Fourier–Haar series. In [21] Fourier–Haar series were already
used in approximation of the solution to stochastic wave equation when d = 1.
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We follow the definition of one-dimensional Haar functions χn(x), x ∈ [0, 1],
from [13, Section 3]. For n = 2j + i, 1 ≤ i ≤ 2j , j ≥ 0, we write

�n = �i
j = (

(i − 1)2−j , i2−j
)
, �n = [

(i − 1)2−j , i2−j
]
,

�1 = �0
0 = (0, 1), �1 = [0, 1],

�+
n = (

�i
j

)+ = (
(i − 1)2−j , (2i − 1)2−j−1) = �2i−1

j+1 ,

�−
n = (

�i
j

)− = (
(2i − 1)2−j−1, i2−j

) = �2i
j+1. (3)

Now let χ1 = 1, and

χn(x) =
⎧⎨
⎩

0, x /∈ �n,

2j/2, x ∈ �+
n ,

−2j/2, x ∈ �−
n ,

for 2j +1 ≤ n ≤ 2j+1. In discontinuity points and at the endpoints of [0, 1] we define

χn(x) = (
χn(x−) + χn(x+)

)
/2, x ∈ (0, 1),

χn(0) = χn(0+), χn(1) = χn(1−). (4)

For g ∈ L1([0, 1]), we define the Fourier–Haar coefficients and sums in a standard
way:

cn(g) =
∫

[0,1]
g(x)χn(x) dx = 2j/2

(∫
�+

n

g(x) dx −
∫

�−
n

g(x) dx
)
,

SN(g, x) =
N∑

n=1

cn(g)χn(x).

We will approximate g taking the Fourier–Haar sums for values N = 2k , k ∈ Z+.
By (III.8), (III.8′) of [13], for x �= i2−k , 0 ≤ i ≤ 2k , it holds

S2k (g, x) =
2k∑

i=1

2k1�i
k
(x)

∫
�i

k

g(t) dt,

and

S2k

(
g,

i

2k

)
= 2k−1

(∫
�i

k

g(t) dt +
∫

�i+1
k

g(t) dt
)
, i = 1, 2, . . . 2k − 1,

S2k (g, 0) = 2k

∫
�1

k

g(t) dt, S2k (g, 1) = 2k

∫
�2k

k

g(t) dt.

For integrable functions f : [0, 1]d → R we will use approximation by multi-
variate Fourier–Haar sums.

The multivariate Haar functions are defined with equalities

χ(d)
n1,...,nd

(x) = χn1(x1)χn2(x2) . . . χnd
(xd),
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where χns are one-dimensional Haar functions, x = (x1, . . . , xd) ∈ [0, 1]d . Consider
the Fourier–Haar coefficients

c(d)
n1,...,nd

(f ) =
∫

[0,1]d
f (x)χ(d)

n1,...,nd
(x) dx,

and sums
S

(d)

2k (f, x) =
∑

n1,...,nd∈{1,2,3,...2k}
c(d)
n1,...,nd

(f )χ(d)
n1,...,nd

(x).

In the sequel, we denote by Nk the set of elements (n1, . . . , nd) such that 1 ≤ ns ≤ 2k

for all s, 1 ≤ s ≤ d . In other words, Nk = {1, 2, 3, . . . , 2k − 1, 2k}d .
The following statement on the uniform convergence of multivariate Fourier–

Haar sums for continuous functions follows from formula (14) in [22, Lemma 2]
for p = ∞. For d = 1 this fact may be found, for example, in [13, Theorem III.2].
A similar statement for multivariate periodic functions was proved in [2].

Lemma 2. If f ∈ C([0, 1]d) then

sup
x∈[0,1]d

|S(d)

2k (f, x) − f (x)| → 0, k → ∞.

3 Parameter dependent integral

In this section, we study the properties of random function

η(z) =
∫

[0,1]d
f (z, x) dμ(x), z ∈ Z, (5)

where Z is a metric space. Note that a parameter dependent stochastic integral w.r.t.
Brownian sheet was considered in [25, 26].

If f is continuous in x then Lemma 2 and analogue of the dominated convergence
theorem ([20, Theorem 1.5]) imply that for each fixed z∫

[0,1]d
f (z, x) dμ(x) = p-lim

k→∞

∫
[0,1]d

S
(d)

2k (f, x) dμ(x),

where p-lim is considered as the limit in probability. Therefore,

η̃(z) =
∫

[0,1]d
S

(d)
1 (f, x) dμ(x) +

∞∑
k=1

∫
[0,1]d

(S
(d)

2k (f, x) − S
(d)

2k−1(f, x)) dμ(x) (6)

is the version of η(z).
In (6) we have integrals of simple functions, and each integral is equal to a re-

spective linear combination of values of μ. We fix the same version of μ for all these
values.

We will use notation ei = (0, . . . , 0, 1, 0, . . . , 0), where 1 stays on i-th position,
ei ∈ R

d .
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Lemma 3. Assume that there exists l ≥ 0 such that function f (z, x) : Z ×[0, 1]d →
R is continuously differentiable l times on [0, 1]d for each z, and

∣∣∣ ∂rf (z, x)

∂xs1 . . . ∂xsr

∣∣∣ ≤ Cf , x ∈ [0, 1]d , (7)

for some constant Cf > 0, which is independent of z, and all 0 ≤ r ≤ l, s1, . . . , sr ⊂
{1, . . . , d}. Moreover, let l-th derivatives be Hölder continuous with an exponent α >

0, i. e. ∣∣∣ ∂lf (z, x(1))

∂xs1 . . . ∂xsl

− ∂lf (z, x(2))

∂xs1 . . . ∂xsl

∣∣∣ ≤ Cf |x(1) − x(2)|α. (8)

If l + α > d/2, then the version (6) satisfies the inequality

|η̃(z)| ≤ Cf C(d)
μ (ω),

where C
(d)
μ (ω) denotes a random constant that depends only of dimension d and SM

μ, C
(d)
μ (ω) < ∞ a.s.

Moreover, series (6) converges absolutely and uniformly, i. e.

∞∑
k=1

sup
z∈Z

∣∣∣∫
[0,1]d

(S
(d)

2k (f, x) − S
(d)

2k−1(f, x)) dμ(x)

∣∣∣ ≤ Cf C(d)
μ (ω). (9)

Proof. We have that∫
[0,1]d

S
(d)

2k (f, x) dμ(x) =
∑

(n1,...,nd )∈Nk

c(d)
n1,...,nd

(f )

∫
[0,1]d

χ(d)
n1,...,nd

(x) dμ(x). (10)

For each ns ≥ 2, take js such that 2js + 1 ≤ ns ≤ 2js+1, js ≥ 0. Denote by
{j (k), 1 ≤ k ≤ d} the permutation of {jk, 1 ≤ k ≤ d} such that

j (1) ≤ j (2) ≤ · · · ≤ j (d).

If ns1 = · · · = nsi = 1, we set j (1) = · · · = j (i) = 0. We rewrite the expression for

c
(d)
n1,...,nd

(f ) in the following way:

c(d)
n1,...,nd

(f ) =
∫

[0,1]d
f (z, t)χ(d)

n1,...,nd
(t) dt =

∫
[0,1]d

f (z, t)
∏

1≤s≤d

χns (ts) dt

= 2
∑

1≤s≤d,ns≥2 js/2
∫

[0,1]d
f (z, t)

∏
1≤s≤d,ns≥2

(
1�+

ns
(ts) − 1�−

ns
(ts)

)
dt

= 2
∑

1≤s≤d,ns≥2 js/2
∫

[0,1]d
f (z, t)

∏
1≤s≤d,ns≥2

(
1�+

ns
(ts) − 1�+

ns
(ts − 2−js−1)

)
dt

(∗)= 2
∑

1≤s≤d,ns≥2 js/2

×
∫

[0,1]d
∑

εs∈{0,1},ns≥2

(−1)ε1+···+εd f (z, t1 + ε12−j1−1, . . . , td + εd2−jd−1)
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×
∏

1≤s≤d,ns≥2

1�+
ns

(ts) dt = 2
∑

1≤s≤d,ns≥2 js/2

×
∫

∏
1≤s≤d,ns≥2 �+

ns

∑
εs∈{0,1},ns≥2

(−1)ε1+···+εd

× f (z, t1 + ε12−j1−1, . . . , td + εd2−jd−1) dt. (11)

In equality (*) we opened the brackets in the product∏
1≤s≤d,ns≥2

(
1�+

ns
(ts) − 1�+

ns
(ts − 2−js−1)

)

and used the change of the variables ts − 2−js−1 → ts in 1�+
ns

(ts − 2−js−1).

The last sum in (11) can be represented as the sum of at most 2d−1 summands of
the form

f (z, t∗) − f (z, t∗ + 2−j (d)−1esd ) =
∫ 2−j(d)−1

0

∂f (z, t∗ + hsd )

∂tsd
dhsd , j (d) = jsd .

Now we repeat the same thoughts l − 1 times and use the properties of a function f ,
which leads to the inequality

|c(d)
n1,...,nd

(f )| ≤ Cf 2d−l−12
∑

1≤s≤d,ns≥2 −js/22−(j (d)+···+j (d−l+1)+αj(d−l)). (12)

Further, we have the estimate

∞∑
k=1

sup
z∈Z

∣∣∣∫
[0,1]d

(S
(d)

2k (f, x) − S
(d)

2k−1(f, x)) dμ(x)

∣∣∣
≤

∞∑
k=1

sup
z∈Z

∣∣∣ ∑
(n1,...,nd )∈Nk\Nk−1

c(d)
n1,...,nd

(f )

∫
[0,1]d

χ(d)
n1,...,nd

(x) dμ(x)

∣∣∣
(12)≤ 2dCf

∞∑
k=1

∑
(n1,...,nd )∈Nk\Nk−1

2
∑

1≤s≤d,ns≥2 −js/22−(j (d)+···+j (d−l+1)+αj(d−l))

×
∣∣∣∫

[0,1]d
χ(d)

n1,...,nd
(x) dμ(x)

∣∣∣
≤ 2dCf

( ∞∑
k=1

∑
(n1,...,nd )∈Nk\Nk−1

2β
∑

1≤s≤d,ns≥2 js 2−2(j (d)+···+j (d−l+1)+αj(d−l))

)1/2

×
( ∞∑

k=1

∑
(n1,...,nd )∈Nk\Nk−1

2(−β−1)
∑

1≤s≤d,ns≥2 js

(∫
[0,1]d

χ(d)
n1,...,nd

(x) dμ(x)
)2

)1/2

:= 2dCf P
1/2
1 P

1/2
2 .

For a sufficiently small β > 0 we have the following estimate for P1:

P1 = sup
k≥1

∑
(n1,...,nd )∈Nk

2β
∑

1≤s≤d,ns≥2 js 2−2(j (d)+···+j (d−l+1)+αj(d−l))
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= sup
k≥1

∑
A⊂{1,...,d}

∑
0≤ji≤k,

i∈A

2(β+1)
∑

i∈A ji−2(j (d)+···+j (d−l+1)+αj(d−l))

≤ 2d sup
k≥1

∑
0≤ji≤k

2(β+1−2(l+α)/d)
∑d

i=1 ji = 2dC. (13)

Here we denoted by A the set of indexes i, for which ns = 1. It is left to prove that
for each fixed β > 0, P2 ≤ C

(d)
μ (ω). As follows from Lemma 1, it is sufficient to

show that

P̃2 =
∞∑

k=1

∑
(n1,...,nd )∈Nk\Nk−1

2(−β/2−1/2)
∑

1≤s≤d,ns≥2 js |χ(d)
n1,...,nd

(x)| ≤ C(d), (14)

where by C(d) we denote positive constant that depends only on d . The inequality (14)
holds true, as is proved below.

P̃2 = sup
k≥1

∑
(n1,...,nd )∈Nk

2(−β/2−1/2)
∑

1≤s≤d,ns≥2 js |χn1(x1) . . . χnd
(xd)|

≤ sup
k≥1

∑
(n1,...,nd )∈Nk

2(−β/2)
∑

1≤s≤d,ns≥2 js

×
d∏

s=1

(
1�ns

(xs) + 1

2
1{(i−1)2−js }(xs) + 1

2
1{i2−js }(xs)

)
(∗)≤ sup

k≥1

∑
A⊂{1,...,d}

∑
0≤js≤k,

s∈A

2(−β/2)
∑

s∈A js ≤ 2d sup
k≥1

∑
0≤js≤k

2(−β/2)
∑d

s=1 js = C(d).

Here in inequality (*) we used that for each set j1, . . . , jd , for each x, xs �= i2−js , ex-
ists exactly one set (n1, . . . , nd) such that χ

(d)

n1,...,n
d (x) �= 0 and 2js +1 ≤ ns ≤ 2js+1.

If we have coordinates xs = i2−js , we take into account that 1{i2−js }(xs) has the co-
efficient 1/2, as follows from (4). Now the statement of the lemma is a consequence
of (13) and (14).

Remark 1. Assume that constants in inequalities (7) and (8) depend not only on f ,
but also on z. Then the series (6) converges a.s. for each fixed z ∈ Z and the following
analogue of (9):

∞∑
k=1

∣∣∣∫
[0,1]d

(S
(d)

2k (f, x) − S
(d)

2k−1(f, x)) dμ(x)

∣∣∣ ≤ Cf,zC
(d)
μ (ω).

This statement is proved similarly to Lemma 3. We just refer to Cf,z everywhere
instead of Cf .

The following statement gives the conditions of the continuity with respect to
parameter z ∈ Z.
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Theorem 2. Let Z be a metric space, and the function f (z, x) : Z × [0, 1]d → R

be such that all paths f (·, x) are continuous on Z for each x, f (z, ·) is continuously
differentiable l times on [0, 1]d for fixed l ≥ 0 and all z ∈ Z, while∣∣∣ ∂rf (z, x)

∂xs1 . . . ∂xsr

∣∣∣ ≤ Cf , x ∈ [0, 1]d ,

for some constant Cf > 0 (independent of z) and all 0 ≤ r ≤ l, s1, . . . , sr ⊂
{1, . . . , d}. Let l-th derivatives be Hölder continuous with the exponent α and

∣∣∣ ∂lf (z, x(1))

∂xs1 . . . ∂xsl

− ∂lf (z, x(2))

∂xs1 . . . ∂xsl

∣∣∣ ≤ Cf |x(1) − x(2)|α.

If, in addition, l + α > d/2, then the random function η defined by (5) has a
version (6) with continuous paths on Z a.s.

Proof. From (11) it follows that

c(d)
n1,...,nd

(f ) = 2
∑

1≤s≤d,ns≥2 js/2
∫

∏
1≤s≤d,ns≥2 �+

ns

∑
εs∈{0,1},ns≥2

(−1)ε1+···+εd

× f (z, t1 + ε12−j1−1, . . . , td + εd2−jd−1) dt,

and coefficients c
(d)
n1,...,nd

are continuous functions of variable z. Now we can see from

representation (10) that
∫
[0,1]d S

(d)

2k (f, x) dμ(x) is continuous in variable z for all k ≥
1, ω ∈ �.

Finally we refer to Lemma 3 and obtain that
∫
[0,1]d S

(d)

2k (f, x) dμ(x) converges to
η̃(z) uniformly a.s. as k → ∞, that implies the statement of our theorem.

Theorem 3. Let the function f (z, x) : Z × [0, 1]d → R, Z = [a, b], be continuous
differentiable l + 1 times on Z × [0, 1]d while

∣∣∣ ∂r+1f (z, x)

∂z∂xs1 . . . ∂xsr

∣∣∣ ≤ Cf , x ∈ [0, 1]d ,

for all 0 ≤ r ≤ l, s1, . . . , sr ⊂ {1, . . . , d}. Moreover, let l + 1-th derivatives be
Hölder continuous with the exponent α > 0, i. e.

∣∣∣ ∂l+1f (z, x(1))

∂z∂xs1 . . . ∂xsl

− ∂l+1f (z, x(2))

∂z∂xs1 . . . ∂xsl

∣∣∣ ≤ Cf |x(1) − x(2)|α.

If, in addition, l + α > d/2, then paths of a random function η̃, which is defined
by (6), have bounded derivatives on Z,

dη̃(z)

dz
=

∫
[0,1]d

∂f (z, x)

∂z
dμ(x).

Proof. Lemma 3 implies that∫
[0,1]d

∂f (z, x)

∂z
dμ(x) =

∫
[0,1]d

S
(d)
1

(∂f

∂z
, x

)
dμ(x)
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+
∞∑

k=1

∫
[0,1]d

(
S

(d)

2k

(∂f

∂z
, x

)
− S

(d)

2k−1

(∂f

∂z
, x

))
dμ(x),

where the series on the right-hand side converges uniformly. According to equalities∫
[0,1]d

S
(d)

2k

(∂f

∂z
, x

)
dμ(x)

=
∑

(n1,...,nd )∈Nk

c(d)
n1,...,nd

(∂f

∂z

) ∫
[0,1]d

χ(d)
n1,...,nd

(x) dμ(x)

(11)=
∑

(n1,...,nd )∈Nk

∂c
(d)
n1,...,nd

(f )

∂z

∫
[0,1]d

χ(d)
n1,...,nd

(x) dμ(x)

= d

dz

∫
[0,1]d

S
(d)

2k (f, x) dμ(x)

and Remark 1, we can differentiate the series in (6) and obtain that

dη̃(z)

dz
= d

dz

∫
[0,1]d

S
(d)
1 (f, x) dμ(x)

+
∞∑

k=1

d

dz

∫
[0,1]d

(
S

(d)

2k (f, x) − S
(d)

2k−1(f, x)
)
dμ(x)

=
∫

[0,1]d
∂f (z, x)

∂z
dμ(x),

which finishes the proof.

4 Integral as a function of upper limit

For a continuous function f (x) : [0, 1]d → R and y = (y1, . . . , yd) ∈ [0, 1]d we
consider the random function

ξ(y) =
∫

∏d
s=1[0,ys ]

f (x) dμ(x). (15)

Lemma 2 implies that

ξ̃ (y) =
∫

∏d
s=1[0,ys ]

S
(d)
1 (f, x) dμ(x)

+
∞∑

k=1

∫
∏d

s=1[0,ys ]
(S

(d)

2k (f, x) − S
(d)

2k−1(f, x)) dμ(x) (16)

is the version of ξ(y).
We refer to the following assumptions on SM μ.

Assumption A2. Random function μ(x) = μ
(∏d

i=1[0, xi]
)

, x ∈ [0, 1]d , has contin-

uous paths.
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In the following condition on the uniform modulus of continuity we take the con-
tinuous version of μ.
Assumption A3. If d ≥ 2 then

∑∞
k=1 kd−2ω(μ, 2−k) < ∞ a.s.

It is easy to see that Asumption A3 holds for μ(x) with Hölder continuous paths.
It also holds if, for example, ω(μ, τ) ≤ C| ln τ |−ε , ε > d − 1.
Example 4. Denote

q(τ) = | ln τ |−γ , γ > d − 1/2, K(z) =
√

dq2(z)

dz
.

We introduce the stochastic process

Bq(x) =
∫

∏d
s=1[0,xs ]

d∏
s=1

K(xs − ys)dW(y), x = (x1, . . . , xd),

where W is a d-dimensional Wiener process. Theorem 3.1 in [11] implies the exis-
tence of rectangle [t, T ] = ∏d

i=1[ti , Ti] ⊂ [0, 1]d such that

lim
ε→0+ sup

x,x̄∈[t,T ]
δx,x̄≤ε

|Bq(x) − Bq(x̄)|
δx,x̄

√
ln

(
D

q−1(δx,x̄ )

) = C a.s. (17)

Here δx,x̄ = ‖Bq(x) − Bq(x̄)‖L2(�) ≤ Cq(|x − x̄|), D is a diameter of [t, T ].
From (17) it follows that for all x, x̄ ∈ [t, T ],

|Bq(x) − Bq(x̄)| ≤ Cδx,x̄

√
ln D + δ

−1/γ
x,x̄

γ>1/2≤ C| ln |x − x̄||−γ
√

ln D + | ln |x − x̄||
≤ C| ln |x − x̄||1/2−γ .

Therefore, ω[t,T ](Bq, τ ) ≤ C| ln τ |1/2−γ .
Now we are ready to formulate the main result of the section.

Theorem 4. Let Assumptions A2 and A3 hold, and the function f (x) : [0, 1]d → R

be continuously differentiable d times on [0, 1]d .
Then, for the random function ξ defined by (15), version (16) has continuous

paths on [0, 1]d a.s.

Proof. For version (16), we have that

ξ̃ (y) = lim
k→∞

∫
∏d

s=1[0,ys ]
S

(d)

2k (f, x) dμ(x). (18)

Here S
(d)

2k (f, x) is a simple function. By our assumption, SM μ has continuous paths.
Therefore, for each k, the random function of variable y∫

∏d
s=1[0,ys ]

S
(d)

2k (f, x) dμ(x)
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has continuous paths. We will prove that the convergence in (18) is uniform in y ∈
[0, 1]d a.s., and this will imply the continuity of ξ̃ .

We aim to show that
∞∑

k=1

sup
y∈[0,1]d

∣∣∣∫∏d
s=1[0,ys ]

(S
(d)

2k (f, x) − S
(d)

2k−1(f, x)) dμ(x)

∣∣∣ ≤ C̃
(d)
f,μ(ω)

for some random constant C̃
(d)
f,μ(ω) < ∞ a.s. that may depend on d , f , μ.

Recall that paths of μ(x1, . . . , xd) are continuous, therefore for any cut of the set∏d
s=1[ys1, ys2] ⊂ [0, 1]d we have

μ
( d∏

s=1

[ys1, ys2] ∩ {xs = a}
)

= 0. (19)

Thus, we obtain∫
∏d

s=1[0,ys ]
(S

(d)

2k (f, x) − S
(d)

2k−1(f, x)) dμ(x)

=
∑

(n1,...,nd )∈Nk\Nk−1

c(d)
n1,...,nd

(f )

∫
∏d

s=1[0,ys ]
χ(d)

n1,...,nd
(x) dμ(x)

(19)=
∑

(n1,...,nd )∈Nk\Nk−1

c(d)
n1,...,nd

(f )2(j1+···+jd )/2

×
∫

∏d
s=1[0,ys ]

∏
1≤s≤d,ns≥2

(
1�+

ns
(xs) − 1�−

ns
(xs)

)
dμ(x)

=
∑

(n1,...,nd )∈Nk\Nk−1

c(d)
n1,...,nd

(f )2(j1+···+jd )/2

×
∑

εs∈{+,−}
μ

( ∏
1≤s≤d

�εs
ns

∩
∏

1≤s≤d

[0, ys]
)

:= Ak1(y) + Ak2(y).

Here Ak1(y) is the sum of terms with (n1, . . . , nd) ∈ Nk \ Nk−1, εs ∈ {+,−}
such that

d∏
s=1

�εs
ns

⊂
d∏

s=1

[0, ys]

(here for ns = 1 we take only εs = + and �
εs
ns

= (0, 1)). Taking into account the
definition of �+

ns
and �−

ns
in (3), we get that in Ak1(y)

d∏
s=1

�εs
ns

∩
d∏

s=1

[0, ys] =
d∏

s=1

�εs
ns

=
d∏

s=1

�ms

for some (m1, . . . , md) ∈ Nk+1 \ Nk . Therefore,

∞∑
k=1

sup
y∈[0,1]d

|Ak1(y)|
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≤
∞∑

k=1

∑
(n1,...,nd )∈Nk\Nk−1

|c(d)
n1,...,nd

(f )|2(j1+···+jd )/2
∑

εs∈{+,−}

∣∣∣μ( ∏
1≤s≤d

�εs
ns

)∣∣∣
(12)≤ C

∞∑
k=1

∑
(n1,...,nd )∈Nk\Nk−1

2−(j1+···+jd )
∑

εs∈{+,−}

∣∣∣μ( ∏
1≤s≤d

�εs
ns

)∣∣∣
≤ C

∞∑
k=1

∑
(m1,...,md)∈Nk+1\Nk

2d2−(j ′
1+···+j ′

d )
∣∣∣μ( ∏

1≤s≤d

�ms

)∣∣∣.
Here j ′

s are taken such that 2j ′
s + 1 ≤ ms ≤ 2j ′

s+1, and j ′
s = js + 1 for respective ms .

From estimates in (13), (14) it follows that

∞∑
k=1

sup
y∈[0,1]d

|Ak1(y)| ≤ C̃(d)
μ (ω)

for some random constant C̃
(d)
μ (ω) that depends only of d and μ. It is easy to see that

all estimates in (13), (14) remain valid if we change χ
(d)
n1,...,nd

(x) to

2(j1+···+jd )/2
∏

1≤s≤d

1�ms
(xs).

Further, we estimate Ak2(y), i. e. the sum of terms with (n1, . . . , nd) ∈ Nk \Nk−1
such that ys ∈ �ns for some s.

We get

|Ak2(y)| ≤
∑

(n1,...,nd )∈Nk\Nk−1,

∃ys∈�
εs
ns

2−∑
1≤s≤d,ns≥2 js

∣∣∣μ( ∏
1≤s≤d

((�ns )
εs ∩ [0, ys])

)∣∣∣

= 2d
∑

(m1,...,md)∈Nk\Nk−1,∃ys∈�ms

2−∑
1≤s≤d,ms≥3 j ′

s

∣∣∣μ( ∏
1≤s≤d

(�ms ∩ [0, ys])
)∣∣∣

≤ 2dω(μ, 2−k−1)
∑

(m1,...,md)∈Nk+1\Nk,∃ys∈�ms

2−∑
1≤s≤d,ms≥3 j ′

s =: Dk+1.

Now we check the convergence of the series
∑∞

k=1 Dk with the help of the sum

∑
(m1,...,md)∈Nk,∃ys∈�ms

2−∑
1≤s≤d,ms≥3 j ′

s := Tk.

Notice that for each fixed set (j ′
1, . . . , j

′
d) there exist at most

2
∑

1≤s≤d,ms≥3 j ′
s −

∏
1≤s≤d,ms≥3

(
2j ′

s − 1
)
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sets (m1 . . . , md), for which ∃ys ∈ �ms . Denoting by A the set of indices s, which
satisfy the equality ns = 1, we obtain that

sup
y

Tk ≤
∑

A⊂{1,...,d}

∑
1≤j ′

i≤k,

i∈A

(
1 −

∏
i∈A

(
1 − 2−j ′

i
))

=
∑

A⊂{1,...,d}

∑
1≤j ′

i≤k,

i∈A

∑
B⊂A,
B �=∅

(−1)|B|+12−∑
i∈B j ′

i

=
∑

A⊂{1,...,d}

∑
B⊂A,
B �=∅

(−1)|B|+1
∑

1≤j ′
i≤k,

i∈A

2−∑
i∈B j ′

i

(∗)=
d∑

u=1

u∑
v=1

(−1)v+1
(

d

u

) (
u

v

) ∑
1≤j ′

i≤k,

1≤i≤u

2−∑
1≤i≤v j ′

i

=
d∑

u=1

u∑
v=1

(−1)v+1
(

d

u

) (
u

v

)
(1 − 2−k)vku−v

=
d∑

u=1

(
d

u

)
(ku − (k − 1 + 2−k)u)

= (k + 1)d − (k + 2−k)d .

Here in (∗) we used the fact that sum (−1)|B|+1 ∑
1≤j ′

i≤k,

i∈A

2−∑
i∈B j ′

i depends only on

|A| and |B|. Therefore,

Dk ≤ 2dω(μ, 2−k)
(
(k + 1)d − (k + 2−k)d − kd + (k − 1 + 2−k+1)

)
= 2dω(μ, 2−k)

(
(k + 1)d − 2kd + (k − 1)d + O(2−βk)

)
,

where 0 < β < 1. Applying Assumption A3 we get the statement of the theorem.

If μ(x) have a Hölder continuous paths with exponent γ > 0, then the statement
of Theorem 4 follows from Theorem 16 [10]. Moreover, Theorem 16 [10] states that
ξ has the version that is Hölder continuous with the same exponent γ > 0. In [10],
integral is considered in the Young sense, and its value coincides with the value of
our integral with respect to Hölder continuous μ.

Theorem 5. Let Assumptions A1, A2 and A3 hold, and the function f (x) : [0, 1]d →
R be continuously differentiable d times on [0, 1]d .

Then, for the random function ξ defined by (15), for any 1 ≤ p < +∞, 0 <

α < min{1/p, 1/2} version (16) with probability 1 belongs to the Besov space
Bα

p,p([0, 1]d).

Proof. The statement follows from Theorems 1 and 4.
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