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1 Introduction

The theory of large deviations gives an asymptotic computation of small probabili-
ties on exponential scale (see [3] as a reference of this topic). In particular a large
deviation principle (LDP from now on) provides asymptotic bounds for families of
probability measures on the same topological space; these bounds are expressed in
terms of a speed function (that tends to infinity) and a nonnegative lower semicontin-
uous rate function defined on the topological space.

The term moderate deviations is used for a class of LDPs which fills the gap
between the two following asymptotic regimes: a convergence to a constant x0 (at
least in probability), and a weak convergence to a nonconstant centered Gaussian
random variable. The convergence to x0 is governed by a reference LDP with speed
vt , and a rate function I , say, that uniquely vanishes at x0 (i.e. I (x) = 0 if and only if
x = x0). Then we have a class of LDPs which depends on the choice of some positive
scalings {at : t > 0} such that at → 0 and atvt → ∞ (as t → ∞).

In this paper the topological space mentioned above is the real line R equipped
with the Borel σ -algebra, x0 = 0 ∈ R and vt = t ; thus we shall have

at → 0 and at t → ∞ (as t → ∞). (1)

In some recent papers (see, e.g., [4] and some references cited therein), the term
noncentral moderate deviations has been introduced when one has the situation de-
scribed above, but the weak convergence is towards a nonconstant and non-Gaussian
distributed random variable. A multivariate example is given in [10].

A possible way to construct examples of moderate deviation results is the fol-
lowing: {Ct : t > 0} is a family of random variables which converges to zero as
t → ∞ (and satisfies the reference LDP with a certain rate function and a certain
speed vt ); moreover, for a certain function φ such that φ(x) → ∞ as x → ∞,
{φ(vt )Ct : t > 0} converges weakly to some nondegenerating random variable; then,
for every family of positive scalings {at : t > 0} such that at → 0 and atvt → ∞
(as t → ∞), one should be able to prove the LDP for {φ(atvt )Ct : t > 0} with a
certain rate function and speed 1/at . We remark that, according to this approach, one
typically has φ(x) = √

x for central moderate deviation results (i.e. for the cases in
which the weak convergence is towards a normal distribution); moreover, to give an
example with a different situation, we have φ(x) = x for the noncentral moderate
deviation result in [7] (note that r and γr in that reference plays the role of t and at in
this paper). The results in this paper follow this approach with φ(x) = xβ for some
β ∈ (0, 1); more precisely β = α(ν) (see (7)) in Section 3 and β = α1(ν) (see (12))
in Section 4.

We aim to present some extensions of the recent results presented in [1] and [9]. In
particular, we recall that a subordinator is a nondecreasing (real-valued) Lévy process.
Throughout this paper we always deal with real-valued light-tailed Lévy processes
{S(t) : t ≥ 0} described in Condition 1.1, with an independent random time-change
in terms of inverse of stable subordinators.

Condition 1.1. Let {S(t) : t ≥ 0} be a real-valued Lévy process, and let κS be the
function defined by

κS(θ) := logE[eθS(1)].
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We assume that the function κS is finite in a neighborhood of the origin θ = 0. In
particular the random variable S(1) has finite mean m := κ ′

S(0) and finite variance
q := κ ′′

S (0).

We recall that, if {S(t) : t ≥ 0} in Condition 1.1 is a Poisson process and {Lν(t) :
t ≥ 0} is an independent inverse of a stable subordinator, then the process {S(Lν(t)) :
t ≥ 0} is a (time) fractional Poisson process (see [11]; see also Section 2.4 in [12] for
more general time fractional processes).

The aim of this paper is to provide some extensions of recent noncentral moderate
deviation results published in the literature. More precisely we mean:

(1) the generalization of the results in [1] by considering a general Lévy process
{S(t) : t ≥ 0} instead of a compound Poisson process;

(2) the generalization of the results in [9] by considering the difference between
two nonnull independent subordinators {S(t) : t ≥ 0} instead of a Skellam
process (which is the difference between two independent Poisson processes).

For the first item, we have only one (independent) random time-change for {S(t) :
t ≥ 0}, and we can specify the results to the fractional Skellam processes of type
2 in [8]. For the second item, we shall assume that {S(t) : t ≥ 0} has bounded
variation and is not a subordinator; thus {S(t) : t ≥ 0} can be seen as the difference
of two independent nonnull subordinators {S1(t) : t ≥ 0} and {S2(t) : t ≥ 0} (see
Lemma 4.1 in this paper). Then, for the second item, we have two (independent)
random time-changes for {S1(t) : t ≥ 0} and {S2(t) : t ≥ 0}, and we can specify the
results to the fractional Skellam processes of type 1 in [8].

The outline of the paper is as follows. In Section 2 we recall some preliminaries.
The extensions presented above in items 1 and 2 are studied in Sections 3 and 4, re-
spectively. In Section 5 we discuss the possibility to have some generalizations with
more general random time-changes, and in particular we present Propositions 5.1
and 5.2 which provide a generalization of the reference LDPs in Propositions 3.1
and 4.1, respectively. In Section 6 we present some comparisons between rate func-
tions, and in particular we follow the same lines of the comparisons in Section 5 in
[9]. Finally, motivated by potential applications to other fractional processes in the
literature, in Section 7 we discuss the case of the difference of two (independent)
tempered stable subordinators.

2 Preliminaries

In this section we recall some preliminaries on large deviations and on the inverse of
the stable subordinator, together with the Mittag-Leffler function.

2.1 Preliminaries on large deviations

We start with some basic definitions (see, e.g., [3]). In view of what follows we
present definitions and results for families of real random variables {Z(t) : t > 0} de-
fined on the same probability space (
,F , P ), where t goes to infinity. A real-valued
function {vt : t > 0} such that vt → ∞ (as t → ∞) is called a speed function, and
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a lower semicontinuous function I : R → [0,∞] is called a rate function. Then
{Z(t) : t > 0} satisfies the LDP with speed vt and rate function I if

lim sup
t→∞

1

vt

log P(Z(t) ∈ C) ≤ − inf
x∈C

I (x) for all closed sets C,

and

lim inf
t→∞

1

vt

log P(Z(t) ∈ O) ≥ − inf
x∈O

I (x) for all open sets O.

The rate function I is said to be good if, for every β ≥ 0, the level set {x ∈ R :
I (x) ≤ β} is compact. We also recall the following known result (see, e.g., Theorem
2.3.6(c) in [3]).

Theorem 2.1 (Gärtner–Ellis theorem). Assume that, for all θ ∈ R, there exists

�(θ) := lim
t→∞

1

vt

logE
[
evt θZ(t)

]
as an extended real number; moreover assume that the origin θ = 0 belongs to the
interior of the set D(�) := {θ ∈ R : �(θ) < ∞}. Furthermore, let �∗ be the
Legendre–Fenchel transform of �, i.e. the function defined by

�∗(x) := sup
θ∈R

{θx − �(θ)}.

Then, if � is essentially smooth and lower semicontinuous, {Z(t) : t > 0} satisfies
the LDP with good rate function �∗.

We also recall (see, e.g., Definition 2.3.5 in [3]) that � is essentially smooth if the
interior of D(�) is nonempty, the function � is differentiable throughout the interior
of D(�), and � is steep, i.e. |�′(θn)| → ∞ whenever θn is a sequence of points in
the interior of D(�) which converge to a boundary point of D(�).

2.2 Preliminaries on the inverse of a stable subordinator
We start with the definition of the Mittag-Leffler function (see, e.g., [6], eq. (3.1.1))

Eν(x) :=
∞∑

k=0

xk

�(νk + 1)
.

It is known (see Proposition 3.6 in [6] for the case α ∈ (0, 2); indeed α in that
reference coincides with ν in this paper) that we have{

Eν(x) ∼ ex1/ν

ν
as x → ∞;

if y < 0, then 1
x

log Eν(yx) → 0 as x → ∞.
(2)

Then, if we consider the inverse of the stable subordinator {Lν(t) : t ≥ 0} for
ν ∈ (0, 1), we have

E[eθLν(t)] = Eν(θtν) for all θ ∈ R. (3)

This formula appears in several references with θ ≤ 0 only; however this restriction is
not needed because we can refer to the analytic continuation of the Laplace transform
with complex argument.
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3 Results with only one random time-change

Throughout this section we assume that the following condition holds.

Condition 3.1. Let {S(t) : t ≥ 0} be a real-valued Lévy process as in Condition 1.1,
and let {Lν(t) : t ≥ 0} be an inverse of a stable subordinator for ν ∈ (0, 1). Moreover
assume that {S(t) : t ≥ 0} and {Lν(t) : t ≥ 0} are independent.

The next Propositions 3.1, 3.2 and 3.3 provide a generalization of Propositions
3.1, 3.2 and 3.3 in [1], respectively, in which {S(t) : t ≥ 0} is a compound Poisson
process. We start with the reference LDP for the convergence in probability to zero

of
{

S(Lν(t))
t

: t > 0
}

.

Proposition 3.1. Assume that Condition 3.1 holds. Moreover, let �ν,S be the function
defined by

�ν,S(θ) :=
{

(κS(θ))1/ν if κS(θ) ≥ 0,

0 if κS(θ) < 0,
(4)

and assume that it is an essentially smooth function. Then
{

S(Lν(t))
t

: t > 0
}

satisfies

the LDP with speed vt = t and good rate function ILD defined by

ILD(x) := sup
θ∈R

{θx − �ν,S(θ)}. (5)

Proof. The desired LDP can be derived by applying the Gärtner–Ellis theorem (i.e.
Theorem 2.1). In fact we have

E[eθS(Lν(t))] = Eν(κS(θ)tν) for all θ ∈ R and for all t ≥ 0, (6)

whence we obtain

lim
t→∞

1

t
logE[eθS(Lν(t))] = �ν,S(θ) for all θ ∈ R

by (2).

Remark 3.1. The function �ν,S in Proposition 3.1, eq. (4), could not be essentially
smooth. Here we present a counterexample. Let {S(t) : t ≥ 0} be defined by S(t) :=
S1(t)−S2(t), where {S1(t) : t ≥ 0} is a tempered stable subordinator with parameters
β ∈ (0, 1) and r > 0, and let {S2(t) : t ≥ 0} be the deterministic subordinator defined
by S2(t) = ht for some h > 0. Then

κS1(θ) :=
{

rβ − (r − θ)β if θ ≤ r,

∞ if θ > r

and κS2(θ) := hθ ; thus

κS(θ) := κS1(θ) + κS2(−θ) =
{

rβ − (r − θ)β − hθ if θ ≤ r,

∞ if θ > r.

It is easy to check that, for this example, the function �ν,S is essentially smooth if
and only if

lim
θ↑r

�′
ν,S(θ) = +∞;
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Fig. 1. The function �ν,S in Remark 3.1 for θ ≤ r = 1. Numerical values: ν = 0.5, β = 0.25;
h = 0.5 on the left, and h = 3 on the right

moreover this condition occurs if and only if κS(r) > 0, i.e. if and only if h < rβ−1.
To better explain this see, Figure 1.

Now we present weak convergence results. In view of these results it is useful to
consider the following notation:

α(ν) :=
{

1 − ν/2 if m = 0,

1 − ν if m �= 0.
(7)

Proposition 3.2. Assume that Condition 3.1 holds and let α(ν) be defined in (7). We
have the following statements.

• If m = 0, then {tα(ν) S(Lν(t))
t

: t > 0} converges weakly to
√

qLν(1)Z, where Z

is a standard normally distributed random variable, and independent of Lν(1).
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• If m �= 0, then {tα(ν) S(Lν(t))
t

: t > 0} converges weakly to mLν(1).

Proof. In both cases m = 0 and m �= 0 we study suitable limits (as t → ∞) in terms
of the moment generating function in (6); note that, when we take the limit, we do
not take into account (2).

If m = 0, then we have

E

[
eθtα(ν) S(Lν (t))

t

]
= E

[
e
θ

S(Lν (t))

tν/2

]
= Eν

(
κS

(
θ

tν/2

)
tν

)
= Eν

((
qθ2

2tν
+ o

(
1

tν

))
tν

)
→ Eν

(
qθ2

2

)
for all θ ∈ R.

Thus the desired weak convergence is proved noting that (here we take into ac-
count (3))

E

[
eθ

√
qLν(1)Z

]
= E

[
e

θ2q
2 Lν(1)

]
= Eν

(
qθ2

2

)
for all θ ∈ R.

If m �= 0, then we have

E

[
eθtα(ν) S(Lν (t))

t

]
= E

[
eθ

S(Lν (t))
tν

]
= Eν

(
κS

(
θ

tν

)
tν

)
= Eν

((
mθ

tν
+ o

(
1

tν

))
tν

)
→ Eν (mθ) for all θ ∈ R.

Thus the desired weak convergence is proved by (3).

Now we present the noncentral moderate deviation results.

Proposition 3.3. Assume that Condition 3.1 holds and let α(ν) be defined in (7).
Moreover, assume that q > 0 if m = 0. Then, for every family of positive numbers

{at : t > 0} such that (1) holds, the family of random variables
{

(at t)
α(ν)S(Lν(t))

t
: t > 0

}
satisfies the LDP with speed 1/at and good rate function IMD(·; m) defined by:

if m = 0, IMD(x; 0) := ((ν/2)ν/(2−ν) − (ν/2)2/(2−ν))
(

2x2

q

)1/(2−ν) ;

if m �= 0, IMD(x; m) :=
{

(νν/(1−ν) − ν1/(1−ν))
(

x
m

)1/(1−ν)
if x

m
≥ 0,

∞ if x
m

< 0.

Proof. For every m ∈ R we apply the Gärtner–Ellis theorem (Theorem 2.1). So we
have to show that we can consider the function �ν,m defined by

�ν,m(θ) := lim
t→∞

1

1/at

logE

[
e

θ
at

(at t)
α(ν)S(Lν (t))

t

]
for all θ ∈ R,

or equivalently

�ν,m(θ) := lim
t→∞ at log Eν

(
κS

(
θ

(at t)1−α(ν)

)
tν

)
for all θ ∈ R;
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in particular we refer to (2) when we take the limit. Moreover, again for every m ∈
R, we shall see that the function �ν,m satisfies the hypotheses of the Gärtner–Ellis
theorem (this can be checked by considering the expressions of the function �ν,m

below), and therefore the LDP holds with good rate function IMD(·; m) defined by

IMD(x; m) := sup
θ∈R

{θx − �ν,m(θ)}. (8)

Then, as we shall explain below, for every m ∈ R the rate function expression in (8)
coincides with the rate function IMD(·; m) in the statement.

If m = 0, we have

at log Eν

(
κS

(
θ

(at t)1−α(ν)

)
tν

)
= at log Eν

((
qθ2

2(at t)ν
+ o

(
1

(at t)ν

))
tν

)
= at log Eν

(
1

aν
t

(
qθ2

2
+ (at t)

νo

(
1

(at t)ν

)))
,

and therefore

lim
t→∞ at log Eν

(
κS

(
θ

(at t)1−α(ν)

)
tν

)
=

(
qθ2

2

)1/ν

=: �ν,0(θ) for all θ ∈ R;

thus the desired LDP holds with good rate function IMD(·; 0) defined by (8) which co-
incides with the rate function expression in the statement (indeed one can check that,

for all x ∈ R, the supremum in (8) is attained at θ = θx :=
(

2
q

)1/(2−ν) (
νx
2

)ν/(2−ν)).

If m �= 0, we have

at log Eν

(
κS

(
θ

(at t)1−α(ν)

)
tν

)
= at log Eν

((
θm

(at t)ν
+ o

(
1

(at t)ν

))
tν

)
= at log Eν

(
1

aν
t

(
θm + (at t)

νo

(
1

(at t)ν

)))
and therefore

lim
t→∞ at log Eν

(
κS

(
θ

(at t)1−α(ν)

)
tν

)
=

{
(θm)1/ν if θm ≥ 0
0 if θm < 0

=: �ν,m(θ) for all θ ∈ R;

thus the desired LDP holds with good rate function IMD(·; m) defined by (8) which
coincides with the rate function expression in the statement (indeed one can check
that the supremum in (8) is attained at θ = θx := 1

m

(
νx
m

)ν/(1−ν) for x
m

≥ 0, and it is
equal to infinity for x

m
< 0 by letting θ → ∞ if m < 0, and by letting θ → −∞ if

m > 0).
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Remark 3.2. As we said above, the results in this section provide a generalization
of the results in [1] in which {S(t) : t ≥ 0} is a compound Poisson process. More
precisely we mean that S(t) := ∑N(t)

k=1 Xk , where {Xn : n ≥ 1} are i.i.d. real-valued
light-tailed random variables with finite mean μ and finite variance σ 2 (in [1] it was
requested that σ 2 > 0 to avoid trivialities), independent of a Poisson process {N(t) :
t ≥ 0} with intensity λ > 0. Therefore κS(θ) = λ(E[eθX1] − 1) for all θ ∈ R;
moreover (see m and q in Condition 1.1) m = λμ and q = λ(σ 2 + μ2).

Moreover we can adapt the content of Remark 3.4 in [1] and we can say that, for
every m ∈ R (thus the case m = 0 can be also considered), we have IMD(x; m) =
IMD(−x; −m) for every x ∈ R. Finally, if we refer to λ and μ at the beginning of this
remark, we recover the rate functions in Proposition 3.3 in [1] as follows:

• if m = λμ = 0 (and therefore μ = 0 and q = λσ 2), then IMD(·; 0) in Proposi-
tion 3.3 in this paper coincides with IMD,0 in Proposition 3.3 in [1];

• if m = λμ �= 0 (and therefore μ �= 0), then IMD(·; m) in Proposition 3.3 in this
paper coincides with IMD,μ in Proposition 3.3 in [1].

Remark 3.3. In Proposition 3.3 we have assumed that q �= 0 when m = 0. Indeed,
if q = 0 and m = 0, the process {S(Lν(t)) : t ≥ 0} in Propositions 3.1, 3.2 and 3.3 is
identically equal to zero (because S(t) = 0 for all t ≥ 0) and the weak convergence
in Proposition 3.2 (for m = 0) is towards a constant random variable (i.e. the costant
random variable equal to zero). Moreover, again if q = 0 and m = 0, the rate function
IMD(x; 0) in Proposition 3.3 is not well-defined (because there is a denominator equal
to zero).

4 Results with two independent random time-changes

Throughout this section we assume that the following condition holds.

Condition 4.1. Let {S(t) : t ≥ 0} be a real-valued Lévy process as in Condition 1.1,
and let {L(1)

ν1 (t) : t ≥ 0} and {L(2)
ν2 (t) : t ≥ 0} be two independent inverses of stable

subordinators for ν1, ν2 ∈ (0, 1), and independent of {S(t) : t ≥ 0}. We assume that
{S(t) : t ≥ 0} has bounded variation, and it is not a subordinator.

We have the following consequence of Condition 4.1.

Lemma 4.1. Assume that Condition 4.1 holds. Then there exists two nonnull inde-
pendent subordinators {S1(t) : t ≥ 0} and {S2(t) : t ≥ 0} such that {S(t) : t ≥ 0} is
distributed as {S1(t) − S2(t) : t ≥ 0}.

We can assume that the statement in Lemma 4.1 is known even if we do not
have an exact reference for that result (however a statement of this kind appears
in the Introduction of [2]). The idea of the proof is the following. If �(dx) is the
Lévy measure of a Lévy process with bounded variation, then 1(0,∞)(x)�(dx) and
1(−∞,0)(x)�(dx) are again Lévy measures of Lévy processes with bounded varia-
tion; thus 1(0,∞)(x)�(dx) is the Lévy measure associated to the subordinator {S1(t) :
t ≥ 0}, 1(−∞,0)(x)�(dx) is the Lévy measure associated to the opposite of the sub-
ordinator {S2(t) : t ≥ 0}, and {S1(t) : t ≥ 0} and {S2(t) : t ≥ 0} are independent.
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Remark 4.1. Let κS1 and κS2 be the analogues of the function κS for the process
{S(t) : t ≥ 0} in Condition 1.1, i.e. the functions defined by

κSi
(θ) := logE[eθSi (1)] (for i = 1, 2),

where {S1(t) : t ≥ 0} and {S2(t) : t ≥ 0} are the subordinators in Lemma 4.1. In
particular both functions are finite in a neighborhood of the origin. Then, if we set

mi = κ ′
Si

(0) and qi = κ ′′
Si

(0) (for i ∈ {1, 2}),
we have (we recall that κS(θ) = κS1(θ) + κS2(−θ) for all θ ∈ R)

m = κ ′
S(0) = m1 − m2 and q = κ ′′

S (0) = q1 + q2.

We recall that, since {S1(t) : t ≥ 0} and {S2(t) : t ≥ 0} are nontrivial subordinators,
then m1,m2 > 0.

The next Propositions 4.1, 4.2 and 4.3 provide a generalization of Propositions
3.1, 3.2 and 3.3 in [9], respectively, in which {S(t) : t ≥ 0} is a Skellam process
(and therefore {S1(t) : t ≥ 0} and {S2(t) : t ≥ 0} are two Poisson processes with
intensities λ1 and λ2, respectively). We start with the reference LDP for the conver-

gence of

{
S1(L

(1)
ν1 (t))−S2(L

(2)
ν2 (t))

t
: t > 0

}
to zero in probability. In this first result the

case ν1 �= ν2 is allowed.

Proposition 4.1. Assume that Condition 4.1 holds (therefore we can refer to the in-
dependent subordinators {S1(t) : t ≥ 0} and {S2(t) : t ≥ 0} in Lemma 4.1). Let
�ν1,ν2 be the function defined by

�ν1,ν2(θ) :=
{

(κS1(θ))1/ν1 if θ ≥ 0,

(κS2(−θ))1/ν2 if θ < 0.
(9)

Then

{
S1(L

(1)
ν1 (t))−S2(L

(2)
ν2 (t))

t
: t > 0

}
satisfies the LDP with speed vt = t and good

rate function JLD defined by

JLD(x) := sup
θ∈R

{θx − �ν1,ν2(θ)}. (10)

Proof. We prove this proposition by applying the Gärtner–Ellis theorem. More pre-
cisely, we have to show that

lim
t→∞

1

t
logE

[
etθ

S1(L
(1)
ν1

(t))−S2(L
(2)
ν2

(t))

t

]
= �ν1,ν2(θ) (for all θ ∈ R), (11)

where �ν1,ν2 is the function in (9).
The case θ = 0 is immediate. For θ �= 0 we have

logE

[
etθ

S1(L
(1)
ν1

(t))−S2(L
(2)
ν2

(t))

t

]
= log Eν1(κS1(θ)tν1) + log Eν2(κS2(−θ)tν2).
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Then, by taking into account the asymptotic behavior of the Mittag-Leffler function
in (2), we have

lim
t→∞

1

t
log Eν1(κS1(θ)tν1) + lim

t→∞
1

t
log Eν2(κS2(−θ)tν2) = (κS1(θ))1/ν1

for θ > 0, and

lim
t→∞

1

t
log Eν1(κS1(θ)tν1) + lim

t→∞
1

t
log Eν2(κS2(−θ)tν2) = (κS2(−θ))1/ν2

for θ < 0; thus the limit in (11) is checked. Finally, the desired LDP holds because
the function �ν1,ν2 is essentially smooth. The essential smoothness of �ν1,ν2 trivially
holds if �ν1,ν2(θ) is finite everywhere (and differentiable). So now we assume that
�ν1,ν2(θ) is not finite everywhere. For i = 1, 2 we have

d

dθ
(κSi

(θ))1/νi = 1

νi

(κSi
(θ))1/νi−1κ ′

Si
(θ),

and therefore the range of values of each one of these derivatives (for θ ≥ 0 such that
κSi

(θ) < ∞) is [0,∞); therefore the range of values of � ′
ν1,ν2

(θ) (for θ ∈ R such that
�ν1,ν2(θ) < ∞) is (−∞,∞), and the essential smoothness of �ν1,ν2 is proved.

From now on we assume that ν1 and ν2 coincide, and therefore we simply consider
the symbol ν, where ν = ν1 = ν2. Moreover we set

α1(ν) := 1 − ν. (12)

Proposition 4.2. Assume that Condition 4.1 holds (therefore we can refer to the inde-
pendent subordinators {S1(t) : t ≥ 0} and {S2(t) : t ≥ 0} in Lemma 4.1). Moreover,
assume that ν1 = ν2 = ν for some ν ∈ (0, 1) and let α1(ν) be defined in (12). Then

{tα1(ν) S1(L
(1)
ν (t))−S2(L

(2)
ν (t))

t
: t > 0} converges weakly to m1L

(1)
ν (1) − m2L

(2)
ν (1).

Proof. We have to check that

lim
t→∞E

[
eθtα1(ν) S1(L

(1)
ν (t))−S2(L

(2)
ν (t))

t

]
= E

[
eθ(m1L

(1)
ν (1)−m2L

(2)
ν (1))

]
︸ ︷︷ ︸

=Eν(m1θ)Eν(−m2θ)

for all θ ∈ R

(here we take into account that L
(1)
ν (1) and L

(2)
ν (1) are i.i.d., and the expression of

the moment generating function in (3)). This can be readily done by noting that

E

[
eθtα1(ν) S1(L

(1)
ν (t))−S2(L

(2)
ν (t))

t

]
= E

[
eθ

S1(L
(1)
ν (t))−S2(L

(2)
ν (t))

tν

]

= Eν

(
κS1

(
θ

tν

)
tν

)
Eν

(
κS2

(
− θ

tν

)
tν

)
= Eν

((
m1

θ

tν
+ o

(
1

tν

))
tν

)
Eν

((
−m2

θ

tν
+ o

(
1

tν

)
tν

))
,

and we get the desired limit letting t go to infinity (for each fixed θ ∈ R).
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Proposition 4.3. Assume that Condition 4.1 holds (therefore we can refer to the inde-
pendent subordinators {S1(t) : t ≥ 0} and {S2(t) : t ≥ 0} in Lemma 4.1). Moreover
assume that ν1 = ν2 = ν for some ν ∈ (0, 1) and let α1(ν) be defined in (12).
Then, for every family of positive numbers {at : t > 0} such that (1) holds, the family

of random variables
{
(at t)

α1(ν) S1(L
(1)
ν (t))−S2(L

(2)
ν (t))

t
: t > 0

}
satisfies the LDP with

speed 1/at and good rate function JMD defined by

JMD(x) :=

⎧⎪⎨⎪⎩ (νν/(1−ν) − ν1/(1−ν))
(

x
m1

)1/(1−ν)

if x ≥ 0,

(νν/(1−ν) − ν1/(1−ν))
(
− x

m2

)1/(1−ν)

if x < 0.

Proof. We prove this proposition by applying the Gärtner–Ellis theorem. More pre-
cisely, we have to show that

lim
t→∞

1

1/at

logE

[
e

θ
at

(at t)
α1(ν) S1(L

(1)
ν (t))−S2(L

(2)
ν (t))

t

]
= �̃ν(θ) (for all θ ∈ R), (13)

where �̃ν is the function defined by

�̃ν(θ) :=
{

(m1θ)1/ν if θ ≥ 0,

(−m2θ)1/ν if θ < 0;

indeed, since the function �̃ν is finite (for all θ ∈ R) and differentiable, the desired
LDP holds noting that the Legendre–Fenchel transform �̃∗

ν of �̃ν , i.e. the function
�̃∗

ν defined by

�̃∗
ν (x) := sup

θ∈R
{θx − �̃ν(θ)} (for all x ∈ R), (14)

coincides with the function JMD in the statement of the proposition (for x = 0 the
supremum in (14) is attained at θ = 0, for x > 0 that supremum is attained at
θ = 1

m1
( νx
m1

)ν/(1−ν), for x < 0 that supremum is attained at θ = − 1
m2

(− νx
m2

)ν/(1−ν)).
So we conclude the proof by checking the limit in (13). The case θ = 0 is imme-

diate. For θ �= 0 we have

logE

[
e

θ
at

(at t)
α1(ν) S1(L

(1)
ν (t))−S2(L

(2)
ν (t))

t

]
= logE

[
e
θ

S1(L
(1)
ν (t))−S2(L

(2)
ν (t))

(at t)
ν

]

= log Eν

(
κS1

(
θ

(at t)ν

)
tν

)
+ log Eν

(
κS2

(
− θ

(at t)ν

)
tν

)
= log Eν

((
m1

θ

(at t)ν
+ o

(
1

(at t)ν

))
tν

)
+ log Eν

((
−m2

θ

(at t)ν
+ o

(
1

(at t)ν

))
tν

)
= log Eν

(
m1

aν
t

(
θ + (at t)

νo

(
1

(at t)ν

)))
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+ log Eν

(
m2

aν
t

(
−θ + (at t)

νo

(
1

(at t)ν

)))
.

Then, by taking into account the asymptotic behavior of the Mittag-Leffler function
in (2), we have

lim
t→∞

1

1/at

logE

[
e

θ
at

(at t)
α1(ν) S1(L

(1)
ν (t))−S2(L

(2)
ν (t))

t

]
= (m1θ)1/ν

for θ > 0, and

lim
t→∞

1

1/at

logE

[
e

θ
at

(at t)
α1(ν) S1(L

(1)
ν (t))−S2(L

(2)
ν (t))

t

]
= (−m2θ)1/ν

for θ < 0. Thus the limit in (13) is checked.

5 A discussion on possible generalizations

In Sections 3 and 4 we have proved two moderate deviation results, i.e. two collec-
tions of three results: a reference LDP (Propositions 3.1 and 4.1), a weak convergence
result (Propositions 3.2 and 4.2), and a collection of LDPs which depend on some
positive scalings {at : t > 0} which satisfies condition (1) (Propositions 3.3 and 4.3).

Then one can wonder if it is possible to consider more general time-changes to
have a generalization of at least one of these three results in each collection. This
question is quite natural because, if one looks at the results presented above, the
asymptotic behavior of Mittag-Leffler function (see (2)) seems to play a role in the
applications of Gärtner–Ellis theorem (thus in all the results, except those of weak
convergence).

In what follows we consider random time-changes which satisfy the following
condition.

Condition 5.1. Let {Lf (t) : t ≥ 0} be a nonnegative process such that there exists

lim
t→∞

1

t
logE[eρLf (t)] =

{
f (ρ) if ρ ≥ 0
0 if ρ < 0

=: ϒf (ρ),

where f is a regular, convex and nondecreasing (real-valued) function defined on
[0,∞) such that f (0) = 0 and f ′(0) = 0 (here f ′(0) is the right derivative of f at
η = 0).

This condition is a quite natural way if one deals with inverse of heavy-tailed sub-
ordinators, indeed it is satisfied by inverse stable subordinators. This will be explained
in the following remark.

Remark 5.1. Condition 5.1 holds if {Lf (t) : t ≥ 0} is the inverse of subordinator
{V (t) : t ≥ 0} such that E[V (1)] = ∞. In such a case, if we consider the function

κV (ξ) := logE[eξV (1)],
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we have a regular and increasing function for ξ ≤ 0, κV (0) = 0 and κ ′
V (0−) = ∞

(here κ ′
V (0−) = ∞ is the left derivative of κV at ξ = 0) and κV (ξ) = ∞ for ξ > 0.

Then the restriction of κV over (−∞, 0] is invertible, and assume values in (−∞, 0];
so we denote such inverse function by κ−1

V . Then one can check that

f (ρ) = −κ−1
V (−ρ) (for ρ ≥ 0),

and this agrees with formulas (12)–(13) in [5]. In particular we recover the case of
stable subordinators with κV (ξ) = −(−ξ)ν for ξ ≤ 0 and f (ρ) = ρ1/ν for ρ ≥ 0.

Then we can present a generalization of the reference LDPs presented in Propo-
sitions 3.1 and 4.1. The proofs are very similar to the ones presented for those propo-
sitions, and we omit the details.

Proposition 5.1. Let {S(t) : t ≥ 0} be a real-valued Lévy process as in Condition 1.1;
moreover let {Lf (t) : t ≥ 0} be real-valued Lévy process as in Condition 5.1, and
assume that {S(t) : t ≥ 0} and {Lf (t) : t ≥ 0} are independent. Furthermore, we
consider the function

�f,S(θ) := ϒf (κS(θ)) =
{

f (κS(θ)) if κS(θ) ≥ 0,

0 if κS(θ) < 0,

and assume that it is an essentially smooth function. Then
{

S(Lf (t))

t
: t > 0

}
satisfies

the LDP with speed vt = t and good rate function ILD,f defined by

ILD,f (x) := sup
θ∈R

{θx − �f,S(θ)}.

Proposition 5.2. Let {S(t) : t ≥ 0} be a real-valued Lévy process as in Condition 1.1,
and let {L(1)

f1
(t) : t ≥ 0} and {L(2)

f2
(t) : t ≥ 0} be two independent processes as in

Condition 5.1 (for some functions f1 and f2, respectively), and independent of {S(t) :
t ≥ 0}. Moreover, assume that {S(t) : t ≥ 0} has bounded variation, and it is not a
subordinator (therefore we can refer to the independent subordinators {S1(t) : t ≥ 0}
and {S2(t) : t ≥ 0} in Lemma 4.1). Then let �f1,f2 be the function defined by

�f1,f2(θ) :=
{

f1(κS1(θ)) if θ ≥ 0,

f2(κS2(−θ)) if θ < 0,

and assume that it is essentially smooth. Then

{
S1(L

(1)
f1

(t))−S2(L
(2)
f2

(t))

t
: t > 0

}
satisfies

the LDP with speed vt = t and good rate function JLD,f1,f2 defined by

JLD,f1,f2(x) := sup
θ∈R

{θx − �f1,f2(θ)}.

Finally, we discuss a possible way to generalize Propositions 3.3 and 4.3 when
Condition 5.1 holds, together with some possible further conditions. Firstly one should
have the analogue of Propositions 3.2 and 4.2; thus one should have the weak con-

vergence of
{

S(Lf (t))

t1−α(f ) : t > 0
}

(for some α(f ) ∈ (0, 1) which plays the role of α(ν)
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in (7)) and

{
S1(L

(1)
f (t))−S2(L

(2)
f (t))

t1−α1(f )

}
(for some α1(f ) ∈ (0, 1) which plays the role

of α1(ν) in (12)) to some nondegenerating random variables. In particular, we expect
that, as it happens in the previous sections (see eqs. (7) and (12)), α(f ) = α1(f ) when
the Lévy process {S(t) : t ≥ 0} is not centered (i.e. m �= 0 in Section 3, or m1 �= m2

in Section 4), and 1 − α(f ) = 1−α1(f )
2 when the Lévy process {S(t) : t ≥ 0} is

centered.
Then one should be able to handle some suitable limits which follow from suitable

applications of the Gärtner–Ellis theorem; more precisely, for every choice of the
positive scalings {at : t > 0} such that (1) holds, we mean

at logE

[
exp

(
κS

(
θ

(at t)1−α(f )

)
Lf (t)

)]
for the possible generalization of Proposition 3.3, and

at

(
logE

[
exp

(
κS1

(
θ

(at t)1−α1(f )

)
Lf (t)

)]
+ logE

[
exp

(
κS2

(
− θ

(at t)1−α1(f )

)
Lf (t)

)])
for the possible generalization of Proposition 4.3.

In our opinion, we can prove the generalizations of the other results by requiring
some other conditions, and Condition 5.1 is not enough. We also point out that, if
it is possible to prove these generalizations, the rate functions could not have an ex-
plicit expression, and only variational formulas would be available; see IMD(·; m) in
Proposition 3.3 (which can be derived from the variational formula (8)) and JMD in
Proposition 4.3 (which can be derived from the variational formula (14)).

6 Comparisons between rate functions

In this section {S(t) : t ≥ 0} is a real-valued Lévy process as in Condition 1.1,
with bounded variation, and it is not a subordinator; thus we can refer to both Con-
ditions 3.1 and 4.1, and in particular (as stated in Lemma 4.1) we can refer to the
nontrivial independent subordinators {S1(t) : t ≥ 0} and {S2(t) : t ≥ 0} such that
{S(t) : t ≥ 0} is distributed as {S1(t) − S2(t) : t ≥ 0}. In particular we can refer to
the LDPs in Propositions 3.1 and 4.1, which are governed by the rate functions ILD
and JLD, and to the classes of LDPs in Propositions 3.3 and 4.3, which are governed
by the rate functions IMD(·; m) = IMD(·; m1 − m2) and JMD. All these rate func-
tions uniquely vanish at x = 0. So, by arguing as in [9] (Section 5), we present some
generalizations of the comparisons between rate functions (at least around x = 0)
presented in that reference. Those comparisons allow us to compare different conver-
gences to zero; this could be explained by adapting the explanations in [9] (Section
5), and here we omit the details.

Remark 6.1. Throughout this section we always assume that ν1 = ν2 = ν for some
ν ∈ (0, 1). So we simply write �ν in place of the function �ν1,ν2 in Proposition 4.1
(see (9)).
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We start by comparing JLD in Proposition 4.1 and ILD in Proposition 3.1.

Proposition 6.1. Assume that ν1 = ν2 = ν for some ν ∈ (0, 1). Then JLD(0) =
ILD(0) = 0 and, for x �= 0, we have ILD(x) > JLD(x) > 0.

Proof. Firstly, since the range of values of � ′
ν(θ) (for θ such that the derivative is

well-defined) is (−∞,∞) (see the final part of the proof of Proposition 4.1, and
the change of notation in Remark 6.1), for all x ∈ R there exists θ

(1)
x such that

� ′
ν(θ

(1)
x ) = x, and therefore

JLD(x) = θ(1)
x x − �ν(θ

(1)
x ).

We recall that θ
(1)
x = 0 (θ(1)

x > 0 and θ
(1)
x < 0, respectively) if and only if x = 0

(x > 0 and x < 0, respectively). Then JLD(0) = 0 and, moreover, we have ILD(0) =
0; indeed the equation �′

ν,S(θ) = 0, i.e.

1

ν
(κS1(θ) + κS2(−θ))1/ν−1(κ ′

S1
(θ) + κ ′

S2
(−θ)) = 0,

yields the solution θ = 0.
We conclude with the case x �= 0. If x > 0, then we have

κS1(θ
(1)
x ) > max{κS1(θ

(1)
x ) + κS2(−θ(1)

x ), 0};

this yields �ν(θ
(1)
x ) > �ν,S(θ

(1)
x ), and therefore

JLD(x) = θ(1)
x x − �ν(θ

(1)
x ) < θ(1)

x x − �ν,S(θ(1)
x ) ≤ sup

θ∈R
{θx − �ν,S(θ)} = ILD(x).

Similarly, if x < 0, then we have

κS2(−θ(1)
x ) > max{κS1(θ

(1)
x ) + κS2(−θ(1)

x ), 0};

this yields �ν(θ
(1)
x ) > �ν,S(θ

(1)
x ), and we can conclude following the lines of the

case x > 0.

The next Proposition 6.2 provides a similar result which concerns the comparison
of JMD in Proposition 4.3 and IMD(·; m) = IMD(·; m1 − m2) in Proposition 3.3. In
particular, we have IMD(x; m1 −m2) > JMD(x) > 0 for all x �= 0 if and only if m1 �=
m2 (note that, if m1 �= m2, we have m = m1 − m2 �= 0; thus α(ν) in (7) coincides
with α1(ν) in (12)); on the contrary, if m1 = m2, we have IMD(x; 0) > JMD(x) > 0
only if |x| is small enough (and strictly positive).

Proposition 6.2. We have JMD(0) = IMD(0; m1 − m2) = 0. Moreover, if x �= 0, we
have two cases.

1. If m1 �= m2, then IMD(x; m1 − m2) > JMD(x) > 0.

2. If m1 = m2 = m∗ for some m∗ > 0, there exists δν > 0 such that: IMD(x; 0) >

JMD(x) > 0 if 0 < |x| < δν , JMD(x) > IMD(x; 0) > 0 if |x| > δν , and
IMD(x; 0) = JMD(x) > 0 if |x| = δν .
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Proof. The equality JMD(0) = IMD(0; m1 −m2) = 0 (case x = 0) is immediate. So,
in what follows, we take x �= 0. We start with the case m1 �= m2, and we have two
cases.

• Assume that m1 > m2. Then for x < 0 we have JMD(x) < ∞ = IMD(x; m1 −
m2). For x > 0 we have x

m1
< x

m1−m2
, which is trivially equivalent to JMD(x) <

IMD(x; m1 − m2).

• Assume that m1 < m2. Then for x > 0 we have JMD(x) < ∞ = IMD(x; m1 −
m2). For x < 0 we have − x

m2
< − x

m2−m1
, which is trivially equivalent to

JMD(x) < IMD(x; m1 − m2).

Finally, if m1 = m2 = m∗ for some m∗ > 0, the statement to prove trivially holds
noting that, for two constants c

(1)
ν,m∗, c

(2)
ν,m∗ > 0, we have JMD(x) = c

(1)
ν,m∗ |x|1/(1−ν)

and IMD(x; 0) = c
(2)
ν,m∗ |x|1/(1−ν/2).

We remark that the inequalities around x = 0 in Propositions 6.1 and 6.2 are not
surprising; indeed we expect to have a slower convergence to zero when we deal with
two independent random time-changes (because in that case we have more random-
ness).

Now we consider comparisons between rate functions for different values of ν ∈
(0, 1). We mean the rate functions in Propositions 3.1 and 4.1, and we restrict our
attention to a comparison around x = 0. In view of what follows, we consider some
slightly different notation: ILD,ν in place of ILD in Proposition 3.1; JLD,ν in place of
JLD in Proposition 4.1, with ν1 = ν2 = ν for some ν ∈ (0, 1).

Proposition 6.3. Let ν, η ∈ (0, 1) be such that η < ν. Then: ILD,η(0) = ILD,ν(0) =
0, JLD,η(0) = JLD,ν(0) = 0; for some δ > 0, we have ILD,η(x) > ILD,ν(x) > 0 and
JLD,η(x) > JLD,ν(x) > 0 for 0 < |x| < δ.

Proof. We can say that there exists δ > 0 small enough such that, for |x| < δ, there
exist θ

(1)
x,ν, θ

(2)
x,ν ∈ R such that

ILD,ν(x) = θ(2)
x,νx − �ν,S(θ(2)

x,ν) and JLD,ν(x) = θ(1)
x,νx − �ν(θ

(1)
x,ν);

moreover θ
(1)
x,ν = θ

(2)
x,ν = 0 if x = 0, and θ

(1)
x,ν, θ

(2)
x,ν �= 0 if x �= 0; finally we have

0 ≤ �ν(θ
(1)
x,ν),�ν,S(θ(2)

x,ν) < 1.

Then, by taking into account the same formulas with η in place of ν (together with
the inequality 1

η
> 1

ν
), it is easy to check that

0 ≤ �η,S(θ(2)
x,ν) < �ν,S(θ(2)

x,ν) < 1 and 0 ≤ �η(θ
(1)
x,ν) < �ν(θ

(1)
x,ν) < 1

(see (4) for the first chain of inequalities, and (9) with ν1 = ν2 = ν for the second
chain of inequalities); thus

ILD,ν(x) = θ(2)
x,νx−�ν,S(θ(2)

x,ν) < θ(2)
x,νx−�η,S(θ(2)

x,ν) ≤ sup
θ∈R

{θx−�η,S(θ)} = ILD,η(x)
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and

JLD,ν(x) = θ(1)
x,νx − �ν(θ

(1)
x,ν) < θ(1)

x,νx − �η(θ
(1)
x,ν) ≤ sup

θ∈R
{θx − �η(θ)} = JLD,η(x).

This completes the proof.

As a consequence of Proposition 6.3 we can say that, in all the above conver-
gences to zero governed by some rate function (that uniquely vanishes at zero), the
smaller the ν, the faster the convergence of the random variables to zero.

We also remark that we can obtain a version of Proposition 6.3 in terms of the rate
functions IMD(·; m1 −m2) = IMD,ν(·; m1 −m2) in Proposition 3.3 and JMD = JMD,ν

in Proposition 4.3. Indeed we can obtain the same kind of inequalities, and this is easy
to check because we have explicit expressions of the rate functions (here we omit the
details).

7 An example with independent tempered stable subordinators

Throughout this section we consider the examples presented below.

Example 7.1. Let {S1(t) : t ≥ 0} and {S2(t) : t ≥ 0} be two independent tempered
stable subordinators with parameters β ∈ (0, 1) and r1 > 0, and β ∈ (0, 1) and
r2 > 0, respectively. Then

κSi
(θ) :=

{
r
β
i − (ri − θ)β if θ ≤ ri ,

∞ if θ > ri

for i = 1, 2; thus

κS(θ) := κS1(θ) + κS2(−θ)

=
{

r
β
1 − (r1 − θ)β + r

β
2 − (r2 + θ)β if − r2 ≤ θ ≤ r1,

∞ otherwise.

Note that, to be consistent in the comparisons between ILD and JLD, we always
take the rate function JLD in Proposition 4.1 with ν1 = ν2 = ν. Moreover, we remark
that, for Example 7.1, the function �ν,S is essentially smooth because

lim
θ↓−r2

�′
ν,S(θ) = −∞ and lim

θ↑r1
�′

ν,S(θ) = +∞;

indeed these conditions hold if and only if κS(r1) and κS(−r2) are positive, and in
fact we have

κS(r1) = κS(−r2) = r
β
1 + r

β
2 − (r1 + r2)

β

= (r1 + r2)
β

((
r1

r1 + r2

)β

+
(

r2

r1 + r2

)β

− 1

)
> 0.

We start with Figure 2. The graphs agree with the inequalities in Proposition 6.3.
Moreover Figure 2 is more informative than Figure 3 in [9]; indeed the graphs of
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Fig. 2. Rate functions ILD = ILD,ν (top) and JLD = JLD,ν (bottom) for the processes in
Example 7.1 and different values of ν (ν = 0.1, 0.5, 0.9). Numerical values of the other pa-
rameters: r1 = 1, r2 = 2, β = 0.5

JLD = JLD,ν at the bottom in Figure 2 (for different values of ν) show that the
inequalities in Proposition 6.3 hold only in a neighborhood of the origin x = 0.

In Figures 3 and 4 we take different values of β and of r2, respectively, when the
other paramaters are fixed. The graphs in these figures agree with Proposition 6.1.
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Fig. 3. Rate functions ILD and JLD for the processes in Example 7.1 and different values of β

(β = 0.3, 0.5, 0.7 on the left top, on the right top and bottom). Numerical values of the other
parameters: r1 = 1, r2 = 2, ν = 0.5
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Fig. 4. Rate functions ILD and JLD for the processes in Example 7.1 and different values of
r2 (r2 = 5, 10, 50 on the left top, on the right top and bottom). Numerical values of the other
parameters: r1 = 1, ν = 0.5, β = 0.5
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